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 
ABSTRACT 
 
Transferring the student marks from the answer scripts to the 
grade template file, typically constructed using Microsoft 
Excel, is a challenge to the lecturers when there are too many 
students in the course. In practice, the lecturers manually enter 
the student marks the students to the Microsoft Excel grade 
template file. The manual process not only takes a long time 
but also allows humans errors to occur. A new system based 
on called optical marks recognition (OMR) was introduced in 
this work to ease the burden of lecturers and minimize human 
errors. With this new system, the matric number of students 
and marks, shaded in the answer scripts, will be identified and 
obtained through a low-cost webcam camera processed using 
Matlab software. Before that, each student will paste an OMR 
sticker at the top right corner of the answer script, which 
consists of boxes of matric number and mark, that are given to 
them during exams. The students only need to shade the 
matric number boxes. After that, the lecturers need to darken 
the marks boxes after reviewing the answer scripts. Next, the 
lecturers placed the marked answer scripts below the webcam 
to start the scanning process. After Matlab software identified 
the matric number matrix and marks of particular students 
through image processing techniques, Matlab will open the 
Microsoft Excel grade template file and compare the matric 
number available in the template with the scanned matric 
number. After founding the matric number, Matlab copied the 
marks to the Microsoft Excel template. The entire process of 
scanning and automatic mark entry just takes about 5 seconds 
for each answer script. As such, the system in this work is not 
only able to save lecturer time but also can improve the 
accuracy in inserting the student marks to the grade template 
file. 
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1. INTRODUCTION 
 
The responsibilities of the lecturers are getting increased 
every day. Lecturers are not only responsible for teaching 
students at undergraduate and postgraduate levels, but also 
have to supervise research mode students. Besides, other 
requirements assigned to the lecturers is to conduct 

 
 

world-class research and publish the research outcomes in 
high impact journals. At the same time, lecturers also become 
advisers to the students who participated in the competition 
and managing committee of academic curriculum 
accreditation, and other management tasks. 
 
One of the ways that are effective for evaluating student 
understanding is through examinations. In general, there are 
four stages of implementing controlled or summative exams 
and tests. The first process is to prepare the examination 
questions. Then, the second stage is to carry out the 
examination in a controlled environment. After that, the third 
stage is to assess and give marks to the answer scripts, and the 
final step is the mark entry to the grade template file, which is 
typically built using Microsoft Excel. The first three stages in 
carrying out the examination processes depend a lot on the 
effort of lecturers. The stages of preparing questions to assess 
the student answer scripts are unique and cannot be automated 
for the time being. These processes require full concentration 
and commitment from the lecturers. However, the last stage to 
enter the marks into the grade template file is a repetitive 
process, and it has a high potential for automation to reduce 
the burden of the lecturers. 
 
In current practice, the lecturers will write the number of 
marks on the front page of answer scripts by using a pen and 
later will enter those marks to the grade template file. Since 
this is a repetitive process, then the chance for human error 
happens quite high. Typically, the lecturer will use the ’find’ 
function in Microsoft Excel to find the matric number of each 
student and then enter the marks in the appeared spaces in 
Microsoft Excel. The lecturers will repeat this mark entry 
process for all the students who attend the exam. Human error 
is most likely to occur if the lecturer mistakenly types the 
student matric number in the  ‘find’ field in Microsoft Excel. 
As a consequence, student marks could also be mistaken 
because of the wrong matric number. 
 
Optical mark recognition (OMR) form has been long used for 
examination at the school and university levels for multiple 
choice question type. The current method to identify whether 
an area in the OMR form has been shaded or not is to use the 
light emission technique [1]-[3]. In this technique, the system 
will emit the light on the OMR form and then measures the 
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amount of reflected light. The area shaded by carbon pencil 
will absorb more light compared with the unshaded areas. 
Therefore, student choice can be identified and compared with 
the available answer template. Another frequently used 
method in the OMR system is to use a special paper called 
transoptic paper [4]. The light will emit through the transoptic 
paper and not reflected like regular OMR paper. Then, the 
amount of light that is received through the paper will be 
measured, and if the area was shaded, the light would not go 
through it. For both techniques, a special machine needs to 
scan the OMR form. At the same time, the OMR form must be 
in line with the machine without any deflection. The 
conventional mechanical scanning of OMR form is also 
subject to the possibility of errors occurring as much as 2% 
[5]. 
 
To overcome the problem in processing the OMR form, [6-8] 
used camera and webcam to obtain the information from the 
OMR form. However, the methods that they adopted is 
subject to the initial condition or position the OMR form. A 
special algorithm to correct the distorted OMR form needs to 
be used before it can be processed[9]-[13]. As such, to 
minimize human error and reduce lecturer workload, a new 
OMR system is introduced in this work. The proposed OMR 
system uses a new algorithm to increase the efficiency in 
identifying the shaded areas. This proposed method is also not 
subject to the initial position of OMR form, which must be 
fixed in advance in other studies, during the scanning process 
[14]-[17]. The available OMR form in the market has a large 
size and requires a machine typical to read the information in 
the OMR form [18]-[20]. This project designed a unique small 
size OMR form printed on paper stickers for making it easier 
for the students to paste it anywhere, whether on the standard 
final exam answer script, mid-semester exams, quiz, or their 
project reports. 
 
2. MATERIAL 
 
This project uses a custom-designed OMR form with a size of 
10 cm x 7.5 cm, as shown in Figure 1. The OMR form consists 
of two crucial information, which is the student matric 
number and marks given to that particular student. 

 
 

Figure 1: The specially designed OMR form used in this project. 
 

Students are responsible for shading the blank circles that 
represent each alphabet and numbers associated with their 
matric number. Meanwhile, the lecturer is only necessary to 
darken the circle, which represents the total marks obtained by 
the student. Students and lecturers are encouraged to use 2B 
grade pencils only for shading the OMR form. Figure 2 (a) 
shows the OMR forms that have been pasted and shaded. 
 
The process of automatic mark entry to the grade template file 
in Microsoft Excel format begins when the lecturer opens 
Matlab software and put the answer scripts under the webcam. 
Next, the lecturers only need to put the answer script with 
pasted OMR form one by one into the special box special with 
the webcam for the scanning purpose. Figure 2 (b) shows the 
answer script is placed in the custom-designed box with a 
webcam at the top. Webcam model selected for the project is 
Logitech with a resolution of 768 x 1024 (length x width ). 
Matlab software version 2019b has been used to process the 
video acquired using the webcam. 
 

 
 

Figure 2: a) The specially designed OMR sticker is placed on the 
answer script. b) After shading the matric number and marks, the 
OMR form will be placed under the webcam located on top of the 

box 
 
 

The OMR form is 
sticked at the front 

page of answer script 

The answer script is 
placed under the 

webcam for scanning 
process 

(a) 

(b) 
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3.  METHOD 
 
A webcam recorded the video of the OMR form and sent the 
video data to Matlab. Next, the proposed system converted the 
file format from RGB to grayscale to reduce computational 
calculations. After that, the algorithm converted the data 
format from grayscale to binary format to identify the number 
of circles that exist in the OMR form. The Otsu’s adjustment 
algorithm was adopted to find the threshold so that the 
grayscale can be classified to 0 and 1 with more efficiency. 
This is because the light and shadow that fell on the OMR 
form can affect the results of the grayscale to binary 
classification. If all circles in the OMR form OMR cannot be 
identified, the threshold points were continuously calculated 
until achieving the total amount. Guided by the recognized 
center and radius of the circle, all circle areas will be 
calculated, whether it is shaded or not. If the circle is shaded, 
then the center of the circle was stored, sorted, and classified 
to identify the matric number and student marks. Figure 3 
shows the flowchart of all methods in the automatic mark 
entry system. Meanwhile, Figure 4 shows the process 
involved in identifying and extracting the matric number and 
student marks in the form of images. 
 

 
 

Figure 3: Flowchart of the automatic mark entry system  
 

 
Figure 4: a) Grayscale image of OMR form obtained from the 
webcam. b) Image binary of OMR form after going through the 

process of Otsu’s adaptation algorithm. c) Each identified circle on 
the OMR form is mapped on the grayscale image. The message 

”Aligning paper = OK” will appear if all circles are identified. d) All 
circles that represent the matric number and student marks are 

separated and classified 

4. RESULTS AND DISCUSSION 
 
After the process of identifying the matric number and student 
marks was completed, then the results were displayed in the 
Matlab command window, as shown in Figure 5. At the same 
time, the instructions to put the answer scripts into the box 
was displayed. The answer script that has been scanned and 
processed before does not need to be taken out. The next 
answer script to be scanned can be directly placed on top of 
the previous answer script. 
 

 
 

Figure 5: Detected matric number matrix and student marks are 
listed in the Matlab command window for lecturer reference 

 
After completion of the scanning process, Matlab opened the 
Microsoft Excel template file provided with the student 
information of the particular course. The student information 
was obtained from the university website. Matlab compared 
the matric number in Microsoft Excel with the scanned matric 
numbers and then enter the marks associated with the 
identified student using the image processing technique. 
Figure 6 shows the grade template file with the final mark for 
each student corresponding to their matric number. 
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Figure 6: The marks for each student are automatically inserted into 
the grade template file in Microsoft Excel format after identifying the 

matric number 
 
A total of five sets of student answer scripts were used as a test 
material to check the feasibility of the proposed method. All 
five answer scripts are successfully scanned 50 times without 
any mistakes where each matric number and its corresponding 
marks can be accurately and efficiently identified. 

5. CONCLUSION 
 
The developed automatic mark entry system, through a 
vision-based approach, able to reduce the lecturer workload 
and to minimize human error. Although the system can run 
smoothly without any issues, the system is still in the initial 
prototype phase.  It still needs thorough testing to identify any 
potential problems that may occur. This can be achieved when 
the lecturers began to use the system for a number of courses. 
In the future, the input from the lecturers will be considered 
for improving system functionality and effectiveness. 
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