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 
ABSTRACT 
 
One of the important applications of mobile collaboration is 
the remote diagnostics. Such applications are exposed to 
multiple interruptions due to the terminal limited resources of 
one of the participants of this mobile collaboration. Such 
terminal could not support the processing load related to its 
own context-awareness decisions. However, in those 
environments, on the all available terminals resources may be 
quite enough to support required processing load. Therefore, 
the context-awareness management constitutes a challenging 
task in a distributed collaborative environment. The 
context-awareness management has the mission to capture 
the context information of collaborative users and adapts the 
reply of their interactions according to their context. 
Subsequently, managing the context information is a 
supplement charge which may be a tedious one, especially for 
large distributed collaboration activities In this work, the 
context adaptation task is distributed among several entities 
by integrating the mobile agent paradigm. We suggest an 
approach to adapt the user interactions, within a collaborative 
application, to their collected context parameters. A 
context-aware algorithm is given to choose the appropriate 
terminal where the context-awareness decisions will be taken. 
An illustration of a healthcare application is given to explain 
the suggested approach. 
 
Key words : Adaptation, Distribution, Collaboration, 
Context-awareness.  
 
1. INTRODUCTION 
 
The co-evolution of mobile terminals (smarphone, laptop, 
etc.), mobile access networks (WLAN, PAN, etc) and the 
development environment (Android, …) provides new 
chances for the creation of collaborative systems over mobile 
environments [1]. Such systems allow to distant members to 
collaborate in a shared space, composed of various 
multimedia resources (video, audio, Instant Messages, etc.) 
and tools (applications, shared whiteboard, etc.) to reach a 
common objective. 
 For instance, in the healthcare domain, a collaborative 
tele-diagnosis system may profit from these technologies to 

 
 

offer to distributed doctors and specialists the possibility to 
share their know-how to reach the appropriate diagnosis. 
Sharing resources must managed by a policy of control to 
achieve both, good and profitable group work. The 
management relate to: creating collaborative sessions, 
join/exit a created session, invite/remove users to/from the 
current collaborative session and close a session. The control 
covers the services allowing to use the shared resources in a 
collaborative session, such as: granting / retrieving the 
authorization to use a resource, liberate a previously given 
authorization and requesting / rejecting the authorization. 
Many works have worked on management and control 
policies in collaborative environments [2,11,13,14,29,30,31]. 
These policies work well for centralized systems on a wired 
network. Such systems are characterized by a stable state and 
described by a fixed set of parameters. However, in a mobile 
environment, which is realized by wireless access networks 
and the use of mobiles devices, these parameters vary 
dynamically and permanently. Consequently, policies to 
control and manage a collaboration must be reconstructed 
while considering the mobile environment features [12]. 
The mobile environment is described by the ability to move of 
its participants and by its restricted resources, which implies 
supplements consideration in the management and control 
policies. This character may generate multiple new 
contextual situations. Such environment can generate many 
new contextual situations. Subsequently, Collaborative 
applications need to be integrated by new components that 
can detect context variation, and based on this change, these 
components must decide on the proper adaptation for 
collaboration activities. In this case, a mobile collaborative 
environment needs to be context-aware in order to allow such 
dynamic context adaptation. 
Multiple work treats the context awareness [3, 4, 5], However, 
the majority have proposed approaches based on a centralized 
architecture, where the context management concerns is 
made by an unique architectural entity. In such architecture 
the context-awareness actions may be a loud heavy tasks on 
the collaboration tasks management. The adaptation process 
requires more resources on the devices (CPU and memory 
space). In addition, the central-based-architecture 
management needs additional response time to ensure 
collaboration activities of remote participants. 
New systems may be created while using the mobile agent 
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concept, by which it may improve the management of the 
mobile collaboration by associating the user’s state and its 
resources to a mobile agent. to each mobile agent on a 
separated device, it is possible to assign the task to capture the 
context changes relating to the user, and to decide on the 
convenable adaptation. This individually mission on each 
device may realize a decentralized-oriented-management of 
the contextual collaboration and subsequently the calculation 
load will be distributed between several entities. Thereby, as 
the adaptation management is addressed locally, the response 
time will be considerably reduced compared to client/server 
model, especially in a large distributed environment. 
In a previous work [6], we discussed a formal model of a 
context-aware collaborative mobile system by adopting a 
decision tree-based concept. Note that in mobile distributed 
collaborative applications, the available resources for a 
particular mobile device could be not sufficient to deal with 
the collaborative sessions load. However, the entire accessible 
“distributed” resources could be quite enough to support such 
processing load. The point is how to procure a “fair” 
distribution of the processing load throughout an active 
collaborative session. 
Therefore, we propose a distributed mobile agent system 
which can transfer the processing of a given action from a 
mobile device with less resources to another device 
characterized by more sufficient resources (memory, CPU, 
etc.). Such system permits to separate processing task from 
network topology. The mobile agents may be positioned on 
different locations. In each place the mobile agent may ensure 
the context-aware tasks : collect the context information and 
assume decisions autonomously. The mobile agent needs to 
hold the decision tree algorithm to ensure the context 
adaptation.  
The paper is organized as follows: Section II describes the 
requirements imposed by the context-aware systems and 
distributed environments. Section III presents the mobile 
agent-based approach. We present the architecture and the 
decision tree model. Section V describes the context-aware 
collaboration algorithm. Section VI describes an e-health case 
study in order to illustrate the proposed approach. A 
conclusion is given in Section V. 

2. REQUIREMENTS 
In the following, we elicit the main requirements related to 
context-awareness In what follows, we address the essential 
requirements related to context-awareness and to the mobile 
distributed collaborative environment: 
- Adaptation rules: adaptation to context can be considered 
as a collection of rules that controls the context change 
occurring in an environment. Hence, in the construction of 
the adaptation rules, the number of the context parameters is 
huge and then, it is not evident to enumerate all feasible 
situations that will be occurred. Therefore a method to 
construct an adaptation rules is required, which may deal with 

the diversity of the possible situations that are constructed 
based on these context parameters. 
- Lightweight code: in the mobile environment, the devices 
used, such as PDA and Smartphone, are characterized by 
their limited capabilities. Generally, these terminals are doted 
by low battery power. Moreover, the mobile networks, such 
as, WLAN and PAN, are also characterized by the low 
bandwidth in addition to frequent connection fluctuations. 
Therefore, the mobile applications must be aware of this 
poor-resources character by partitioning the processing of the 
workload of the collaboration on several entities. 
- Hidden Mobility and heterogeneity: the users move 
frequently and may differ in their devices characteristics and 
in the forms of the network connectivity used. The 
heterogeneity may concern also the development 
environments (J2ME, Android, etc.) which run the 
applications and the services. Therefore, the collaborative 
applications have to absorb this heterogeneity and deal with 
the mobility of the users to guarantee an efficient 
collaboration processes. 
- Loosely coupled: the users are geographically dispersed in 
the mobile collaboration application such as the collaborative 
telediagnosis. The collaborators can interact with each other 
by sharing concurrently, a consistent environment in terms of 
space, presence and time. In a centralized control and 
management of the repartitioned collaborative applications 
the control and the management of all users and resources 
will be complicate, particularly in the involuntary 
disconnection cases [11]. Hence, such applications require 
allowing the autonomy to distributed entities in order to 
establish loosely coupled treatments [25] which eliminate the 
blocked situations. 

There are many open questions that need to be answered; 
how to formalize the context information, how to adapt the 
collaboration services to context and how to remedy to the 
mobile environment constraints when establishing 
distribution. The context formalization is discussed in a 
previous work [6] and in the following sections we answer the 
others questions. 

3. THE MOBILE AGENT-BASED ARCHITECTURE 
 
We suggest an architecture structured around this mobile 
agent model. This architecture consists in the following 
components as shown in figure 1: User Session, Mobile Agent 
(MA) component, MA Collaborative Session and Mobile 
Agent Manager components which will be described as 
follows: 
User Session: represents the set of the functions and tools 
available to the user to join and to participate to a 
collaborative session. The session provides a user interface 
using the user terminal. Through this interface the user could 
Join/Leave a session and Ask/Release a resource. The tools 
allow the use of the shared resources such as the video, audio, 
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instant message and email by the user through a collaborative 
session. 
Mobile agent: is an active element that may detect the 
context parameters (connexion, availability and location 
parameters) from the user terminal during a user session to 
allow adaptive shared resources. For that, inside the mobile 
agent, a Client Side Probes component is used to detect, at 
each moment, the context parameters of the user. The location 
of the user may be detected by using one of the following 
location sensing technologies: Active badge, RFID, GPS. The 
Connectivity and the Availability parameters are determined 
from the User Session interface which are specified by the 
user. 
The mobile agent contains a Context Adapter component that 
takes the context parameters and the decision tree-based rules 
as inputs in order to provide adapted resources. The rules 
based on the decision tree are constructed previously. 
Collaborative Session: the component that realizes the 
management and the control of collaborative sessions. It 
contains the Group Manager and the Resources Manager 
components. The Group Manager allows initiating and 
creating a new collaborative session, join an initiated session, 
invite users to the current collaborative session and terminate 
a session. The Resources Manager allows services to exploit 
the shared resources (video, audio, Instant Message, e-mail) 
in a collaborative session, such as: “Give” or “Refuse” 
permission to use such resources and “Grab” previously given 
permission to use a shared resource. 
 

 
Figure 1: The mobile agent architecture 

 

Mobile Agent Manager (MAM): represents the component 
that is responsible to create and delete a mobile agent, it 
maintains information about created agents, such as identity 
and location. The MAM may also establish a collaborative 
session between created agents. A mobile agent may 
communicate with the MAM to consult the list of joined 
mobile agents. 
In the following, we present the algorithm that maintains the 
MAs collaborative session according to their associating 
terminals context information (CPU, Memory and Battery). 

4. CONTEXT-AWARE SELECTION ALGORITHM 
An MA has to be continuously aware of the resources status of 
its local terminal such as Battery, Memory and CPU resources 
status. Accordingly, the local terminal is doted by a set of 
probes to obtain periodically the status of the terminal 
resources. When detecting a resource under the specified 
threshold, the MA must compare its own tasks requirements 
with the characteristics of the others machines. The 
comparison is based on the battery, memory and CPU 
parameters.  
When the concerned MA (MAc) is in a critical situation 
(one of the resources parameters of its local terminal is under 
the threshold), as shown in figure 2, it contacts the MAM to 
obtain the list of the available MAs (the MAav array). Then, 
the MAc sends a request to each one of the MAav list. We 
suppose that the communication between the MAs is reliable. 
The request contains the MA identity and the type of the 
concerned resource (Rsc).  
We consider that a MA may verify autonomously whether its 
own resources may support supplement MA tasks. For that, 
only the MAs that have sufficient resources may send a 
response (the MAres array). The response contains the 
resources status of the terminals responder (Rsc_status). 
Therefore, several responses may be arrived (MApre array). By 
using the selectBestResources function, the MAc selects the 
terminal that has the best resources (we suppose that all of the 
MAs have resources status that are superior to the specified 
thresholds). Finally, the algorithm decides to clone MAc to 
the selected terminal Tsel. 
The selectBestResources function is based on the algorithm 
shown on the figure 3. The terminal selection is based on the 
resources priority. Principally, the priority considered is as 
follows: the battery level, the CPU power and the memory 
remaining. However, in the case where a MA has a problem 
in the CPU resource, the priority will be respectively as: CPU, 
Battery, and Memory. And in the case where the memory is 
insufficient, the priority on which is based the algorithm is 
respectively as follows: Memory, Battery and CPU. 
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Figure 2: Collaborative MAs algorithm 

 
Furthermore, the algorithm has as an input a bi-dimensional 
array (Rsc[nb_MA][3]) that represents the resources status of 
the responders MAs (nb_MA is the number of these MAs and 
the number 3 is the three considered resources: battery, CPU 
and memory). These resources are sorted following the 
priority indicated previously. Initially, the algorithm seeks the 
terminal that has the best resources status following the 
resource that has the important priority.  Accordingly, we 
consider the first resource (Rsc[i=0][0]) as the best one 
(bestRsc) and we compare it to each other one Rsc[i>0][0] 
(currentRsc).  
 

 
Figure 3: Terminal selection algorithm 

 
If, after comparing all the elements in the first column, then 
the algorithm finds an element that is different from the 
others and the algorithm selects the terminal associated to this 
element and the process is terminated. The difference (diff) 
considered is 10%. This difference constitutes the margin to 
support a supplement MA. 
Contrary, if the algorithm does not find an element that is 
distinguished by the 10% as a supplementary, the algorithm 
passes to the next column and performs the same procedure 
while considering the next resource. The algorithm 

terminates by selecting one appropriate terminal. In the case 
where no terminal is selected, an error message is sent to the 
user. Otherwise the cloning is performed to the selected 
terminal. 
The cloned MA will perform the designed tasks in a 
transparent way for the original MA. A cloned MA is a new 
instance of a MA with its run-time state at another host. After 
cloning, the cloned agent provides the same service 
corporately with the original one. In our approach, the cloned 
MA provides a method to ensure the continuity of a MA tasks 
that its resources are not in good conditions. Principally, an 
MA collects the local context information of the user’s 
terminal (connexion, availability and location) and assigns to 
the user the appropriate shared resources following the 
decision tree algorithm. Accordingly, by introducing the 
cloning concept, the original MA continuously updates the 
cloned MA by the context information of the user’s terminal 
and the cloned MA performs the context adaptation tasks. 

5. CASE STUDY 
Medical activities in healthcare environments are 
characterized by the need for coordination and collaboration 
among specialists with different areas of expertise. Hence, the 
necessity of integration of tools facilitating to 
intercommunicate and share data in order to achieve a 
common goal, regardless of the circumstances of the doctors 
(location, availability, etc.). 
When a case such as the Cerebro-Vascular Accident (CVA) is 
presented in a hospital, it supports by an emergency 
physician. This doctor contacts the Emergency Medical 
Service center (EMS), in order to inform him about the 
emergency admission of a patient who presents symptoms 
suspecting a CVA (trouble speaking or understanding, loss of 
balance or coordination, etc.).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Distributed e-health session 
 
The EMS’s responder creates an Electronic Patient Record 
(EPR), such as shown in figure 4, based on initial received 
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physical examination, such as GCS, pulse, respiration, 
temperature, etc.While maintaining the contact with the 
emergency physician, the EMS’s responder initiates a 
collaborative session with a neurologist on call of the 
University Hospital (UH) in order to establish the diagnosis. 
During the collaborative session between the hospital, the UH 
and the EMS collaborators, the neurologist assists and 
supports the emergency physician on establishing the clinical 
examinations and the para-clinical examinations. When 
necessary, the neurologist invocates the radiologist or other 
specialists to locally assist him the diagnosis in the remote 
site. 
Thereafter, based on examination results, a decision is made: 
the neurologist supports remotely the patient while he is 
staying in the hospital, or the patient is transported in an 
ambulance into an appropriate place (hospital center with a 
neurovascular unit). In this last case, the ambulance may 
contain an emergency physician or a resuscitator. While 
transferring the patient a medical monitoring will be 
prevented by the neurovascular unit. A more detailed 
description and a formal specification of the telediagnosis 
scenarios have been presented in [27].  

6. CONCLUSION 
We have presented an approach including an architecture of a 
distributed context management based on the use of mobile 
agents. Such approach allows the use of the available 
distributed resources to process the context information and 
allow for a dynamic adaptation within a distributed 
collaborative application. We adopted the mobile agent 
paradigm where a mobile agent may be located on various 
places. In each place the mobile agent may take adaptation 
decisions autonomously. Such decisions are based on the 
decision tree method. Furthermore, an algorithm is proposed 
to manage the overall available resources in the partitioned in 
order to allow a “fair” distribution of the processing load 
among the mobile terminals.  
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