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ABSTRACT 
  
  The study focuses on determining the level of efficiency 
of compliance of the Ilocos Sur provincial government office 
according to standards of the Data Privacy Act 2012. The 
survey questionnaire is tailored from the National Data 
Privacy Commission. There were eight key items like 
Transparency of Processing, Collection, Technical Security, 
Organizational Security, Proportionality, Physical Security, 
Security of Personal Data, and Legitimate Purpose used to 
create a pattern that would help predict a “High” threat. The 
determination of the level of "Threat", whether high, medium, 
and low for the processing of personal data is using the 
Association rule algorithm and Logistic regression.  
  Computation of precision and recall is performed to 
validate the pattern identified. It computes the probability of 
an event occurrence by employing a data mining technique 
called the quality analysis technique. Also, all 
answers/responses are stored in a database for pre-processing 
and processing using data mining algorithms. The results of 
the processed data are displayed graphically.  The Weka 4.5 
data mining tool utilization achieves the results specifically 
for results metrics. 1,010 participants were involved in the 
survey using the developed web-based self-survey system, 
providing an online survey, manages survey results, automatic 
computations, analysis, and graphical interpretation. The 
employment of the association rule identifies the relationship 
between the eight key areas. Results revealed that 'technical 
security' has an association with a 'low' threat. In contrast, 
organization security, transparency of processing, technical 
security, and collection have an association with 'medium' 
threat, and organization security, transparency of processing, 
collection, and technical security have a 'high' threat. The 
logistic regression algorithm results reveal that 'high' level 
threat is recorded at the Provincial Budget Office and 
Provincial Human Resource Management office. At the same 
time, Ilocos Sur Community College has a 'medium' level of 
threat. Lastly, in terms of the level of efficiency, precision and 
recall have high scores, which implies positive results (high 
precision and high recall). Concerning recall, a result of 0.856 
was established, while precision resulted in 0.998 and 0.85.   

 
Key  words: Data privacy, Data mining, Quality Analysis 
Technique, Web-based system, Weka 

 
1. INTRODUCTION 
 
1.1 Data Protection Law in the Philippines 
 
  The Philippine data protection law imposes a series of 
requirements and compliance designed to protect individuals 
against the risks that result from the processing of personal 
data. The Philippines was rank as the 33rd out of 233 in 
Kaspersky's list of countries most prone to a data breach [1]. 
Breaching of personal data and used illegally, it became more 
disastrous. The data breach, according to security firm Trend 
Micro in 2017, made Filipino people susceptible to fraud and 
other risks. With such an issue, which is quite alarming, the 
National Privacy Commission (NPC) conducts a campaign on 
personal data privacy. Also, visits to each sector in the 
government and conducts seminars and training specifically 
for Data Privacy to be compliant to the Data Privacy Law or 
the R.A. 10173 [2].  
 
 The creation of an independent body called the National 
Privacy Commission (NPC) as per provision of the RA 10173 
to administer, implement, monitor, and ensure compliance in 
consonance with international standards set for data 
protection [2]. The rampant use of personal data in social 
media, access devices, mobile Apps, and delivery of vital 
services requires the public and community to handle and be 
aware of how to manage personal information responsibly. 
This premise was stipulated in the Implementing Rules and 
Regulations (IRR) particularly, the processing of data by any 
natural and juridical person in the government or private 
sector. Due to the volume of population, data acquired, and 
continuing to acquire in government agencies, it is mandatory 
to comply with the law [3]. In terms of the data privacy status 
in the Philippines, the implementation of the Data Privacy Act 
(DPA) of 2012 has an impact in the business industries, in 
government agencies, large corporations, and other global 
companies' affiliation that operate within the boundary. 
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  The Philippines ensures its position as a leading IT/BPO 
outsourcing destination. The IRRs have significant impacts, 
particularly the I.T. and business process outsourcing 
industry. Hence, the establishment of the Act is bringing the 
country as part of international data protection standards. The 
governing body of the DPA currently has assured different 
organizations that its priority focuses on educating, guiding, 
and encouraging these organizations. Furthermore, a possible 
rise in privacy violations and complaints may be attributed to 
organizations that are hesitant about the Act's implementation, 
monitoring, and penal powers. Today, in the Southeast Asian 
region, out of the ten member states, only three countries, 
including the Philippines, have successfully implemented 
comprehensive data protection law. The remaining seven, 
two, have on-going efforts to draft and pass legislation, three 
have some relevant policies on privacy and data protection. At 
the same time, and no data was available for the rest as of this 
writing. [4]  
 
1.2 Data Privacy 
 
  Privacy concerns arise wherever personal information is 
collected, stored, or used. An individual/group's ability to 
withdraw information about oneself and thereby reveals 
selectively is called privacy [5]. However, Westin [6] 
emphasizes that data protection is a complicated matter that 
has usually been associated with the concept of privacy 
within the context of personal data processing. Adherence to 
fundamental principles of recognizing transparency, 
proportionality, and legitimate purpose in dealing with 
personal information.  Other literature includes the principle 
of consent as the basis for collecting, fair and lawful, and 
ensures accurate and quality processing of personal 
information. Also, the use of consent means implementing 
adequate safeguards in the processing, transmission, and 
non-retention of personal information [7].Moreover, the 
secrecy of personal information called information privacy 
relates to personal data kept electronically using a computer 
system. Information related to businesses, medical, 
financials, criminal records, political records, medical 
records, and financial data, among others, needs maintenance 
and security on the privacy of information.   
 
1.3 Personal Data and Sensitive Data according to the 
Data Privacy Act (DPA) 
 
  The protection of an individual's personal information 
is the aim of the Philippine Data Privacy Act of 2012 
implementation. Personal information is the recorded 
identity (whether recorded in a material form or not) of an 
individual, which reasonably and directly determined by the 
individual holding the information. Also, when put together 
with other information would positively and directly 
identify the individual [8]. In this case, protection in the 
processing of personal information and keeping of identity 
for privacyis a must.   
 
  Moreover, careful processing of sensitive information 
like a person's race, marital status, age, color, ethnic origin, 
and affiliations- like political, religious, and philosophical. 

Equally, consent from the data subject is needed. Anything 
specific that is given freely, with an informed indication of 
will whereby the data subject agrees to the collection and 
processing, this means you are providing the consent of the 
data subject. Consent may be written, electronic, or recorded 
means [8]. 
1.4 Data Mining Techniques 
 
  Discovering patterns in large data sets involving 
methods at the intersection of machine learning, statistics, 
and database systems are the processes involved in data 
mining [9]. Extraction of information from a data set and 
transforming it into a logical structure is the goal of the data 
mining process, which can be used for decision making. The 
data mining algorithm is useful in most applications like Web 
usage, decision support, mining, and bioinformatics, among 
others. Item mining is the most problematic phase in data 
mining. For instance, in a given database, each transaction 
consists of a set of items, Frequent Itemset Mining (FIM) tries 
to find itemsets that occur in transactions multiple times than 
some given occurrences [10]. In recent years, the information 
industry boomed due to the vast and massive availability of 
data and the imminent need for turning such data into useful 
information and knowledge. This is one primary reason why 
data mining has attracted a great deal of attention. The 
information and knowledge gained can be used for 
applications ranging from business management, production 
control, and market analysis, to engineering design and 
science exploration.  
 
  Researchers treat data mining as an alternative for 
"Knowledge Discovery in Databases", or KDD [11], while 
others view data mining as merely a vital step in the process 
of knowledge discovery in databases [12]. KDD undergoes a 
mandatory activity called the pre-processing step. The data 
mining process involves data cleaning, which is the removal 
of noise or irrelevant data. Next is the data integration, in 
which multiple data sources may be combined. The data 
selection, where data relevant to the analysis task, are 
retrieved from the database is the third step. Data 
transformation is the last step where data are transformed or 
consolidated into forms appropriate for mining by performing 
summary or aggregation operations13], [14]. 
 
  In the digital era, knowledge discovery is essential to 
utilize data available on the internet. A vast amount of 
discoveries was arising due to the availability of data. These 
were processed using different techniques known since the 
1960s. The regression analysis, classification techniques, and 
association techniques are just some of the techniques used in 
data mining. The data mining technique is useful in 
identifying personal preferences and predictions of 
individuals using the internet.  To recognize patterns, the 
association rule mining, a straight forward technique where 
experts can make a simple correlation between two or more 
items often of the same type. 
 
Furthermore, the research community uses regression 
analysis in identifying and analyzing the relationship among 
variables. The use of regression analysis is for prediction and 
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forecasting. It can help in understand the characteristic value 
of the dependent variable changes if any one of the 
independent variables is varied. It only means one variable is 
dependent on another, but it is not vice versa. Construction of 
association or relation-based data mining technique can be 
achieved simply with different tools. Tools such as 
Rapidminer, Weka, and others produced relationship-based 
results [15]. 
 
1.5 Quality Analysis Technique in Data Mining 
 
  The quality analysis technique in data mining includes: 
checking counts, validation checks, distribution analysis, 
random sampling of rich subsets, and random sampling 
[16].The purpose of Checking Counts is to identify the 
metadata values for existence and accuracy, and the need to 
perform checking in the record counts can determine the data 
accurateness. The validation technique assesses how well the 
data mining technique performed. It is essential to validate 
mining models by understanding their quality and 
characteristics before deploying them into a production 
environment.  For some algorithms, it is useful to define the 
distribution of any continuous columns before processing the 
model, if the columns are known to contain standard 
distributions of values. The undefined distributions can result 
in less accurate mining models. Cross-validation is also 
essential in the checking of the analysis applied to compare 
the performances of the modeling procedures. Distribution 
analysis checks metadata value distributions and looks for 
oddities. The Random rich subsets the results manually check 
that extraction was performed correctly. Lastly, the Random 
sampling manually checks each record from the sample for 
correct download and extraction from the sample records.  

 
1.6Monitoring System Compliance 
 
  Monitoring data privacy in the industry has been tedious 
work for a different organization. Organizations across 
industries are looking for solutions to develop programs and 
software that can monitor data privacy compliance. One key 
measure is to investigate staff to ensure compliance with 
policies and procedures, contractual agreements, and laws 
and regulations [17]. Outsourcing services for monitoring are 
one of the options to provide adequate monitoring in 
organizations. It is possible to acquire people-support or 
third-party support since many organizations such as 
Smart-PLDT, Follosco, Morallos, and Herce Consultancy 
and other Law firms offering services for DPA. More, the use 
of document monitoring tools to monitor compliance for 
International Standard Organizations, DPA, and other 
regulatory and law.  
 
1.7 Goals of the Study 
 
  The study focuses on determining the level of efficiency 
of the compliance of the Province of Ilocos Sur according to 
standards of the Data Privacy Act 2012. The level of precision 
and recall were determined by employing a data mining 
technique called the quality analysis technique. Also, the 

study includes the development of the Web-based self-survey 
system as a survey tool.  
 
2. PROCEDURES AND METHODS 
 
2.1 Data Mining Tools, Techniques, and Algorithm 
 
  The Quality Analysis Techniques in determining the 
level of efficiency in terms of compliance with the Data 
Privacy Act were applied using the developed Web-based 
Self-Survey System. The determination of the level of 
"Threat" for the processing of personal data is using the 
Association rule algorithm and Logistic regression.  
In the association rule algorithm, the patterns are obtained 
once the definition of the dataset and all associations in the 
sample are available/found. These results are then validated 
against the entire datasets. Maximizing the effectiveness of 
the two algorithm approaches, it uses lowered minimum 
support on the sample. Since the approach is probabilistic 
(i.e., dependent on the sample containing all the relevant 
associations), not all the rules may be found in this first pass. 
The identified sample size of the dataset is very accurate, 
meaning that association rules can be highly efficiently 
executed on a sample of this size to obtain a sufficiently 
accurate result. On the other hand, to validate the pattern 
identified, computation of precision and recall is highly 
needed since it computes the probability of an event 
occurrence. Estimation is done through maximum likelihood 
and 10-fold cross-validation and computation of precision 
and recall.   
 
  The association rule algorithm's primary purpose is to 
identify the essential items and their association to the level of 
"Threats", whether it’s Low, Medium, or High. Figure 1 
presents the key items and their association with the level of 
"Threats" (Low, Medium, and High). Based on the study 
conducted, the use of eight key items to create a pattern that 
would help predict a "High" threat. The key items are 
Transparency of Processing, Collection, Technical Security, 
Organizational Security, Proportionality, Physical Security, 
Security of Personal Data, and Legitimate Purpose. Also, all 
answers/responses are stored in a database for pre-processing 
and processing using the data mining algorithms. The results 
of the processed data are displayed graphically. 

 
Figure 1: Key items and their association with the level of "Threats" 

(Low, Medium, and High) 
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  In a classification technique, recall is the number of true 
positives divided by the number of true positives plus the 
number of false negatives. True positives are data points 
classified as positive by the positive model (meaning they are 
correct), and false negatives are data points the model 
identifies as unfavorable that are positive [18]. On the other 
hand, precision for a class is the number of true positives (i.e., 
the number of items correctly labeled as belonging to the 
positive class) divided by the total number of elements 
labeled as belonging to the positive class. Both precision and 
recall are based on understanding and measure of relevance in 
data mining techniques. In information retrieval, precision is 
a measure of result relevancy, while recall is a measure of 
how many truly relevant results returned. Figure 2 shows the 
formula for precision and recall [19].  
 

 
 Figure 2: The precision and recall formula  
  
  Figure 3 presents the process flow on how the Weka 4.5 
data mining tool utilization achieves the results specifically 
for results metrics. The conduct of proper cleaning of data 
complies with the requirements of the data mining tool. The 
training set of data is determined by analyzing a set of training 
database instances until a data model was built that describes 
a predetermined set of classes of concepts. Then, loading to 
the tool was executed. To achieve the results accurately in the 
data mining tool for results metrics. In information retrieval, 
precision was a measure of result relevancy, while recall was 
a measure of how many truly relevant results were returned. 
 

 
 Figure 3:Process flow using Weka as the Data mining tool 
 
2.2 Software Development Methodology 
 
  Figure 4 presents the software development model as a 
basis in the development of the Web-based Self-Survey 
System. It involves requirements analysis, design, 
implementation, and testing performed to build the system 
successfully [20] [21]. 
 

 
Figure 4: The software development model as a basis in the 

development of the Self-Survey Web-based System 
 
  In the Analysis Phase, a comprehensive description of 
the system is developed. Through interviews, observation, 

review of documents related to data privacy, and review of 
related literature and studies, the functional and 
non-functional requirements based on the users' requirements 
and needs were identified and analyzed. The users' 
requirements include the system scope, functions, system 
attributes, user authorization, and access privileges, 
specifications, interface requirements, and database 
requirements.  
 

  In the Design Phase, a plan solution to address the user 
requirements and needs identified was carried out. The design 
includes an architectural system process, conceptual database 
schema, logical diagram, data structure definition, and the 
graphical user interface design. 
 
  During the Implementation Phase, the result of the 
analysis phase and the different designs serve as 
basis/blueprint in the development of the system. The phase 
involves the actual code writing and compilation into the 
operational system and where database and text files are 
created. The system was developed using the MVC.Net 
framework and use the following web-based development 
tools like the Microsoft Visual Studio include the IDE 
(Integrated Development Environment) that enables to create 
the web-based system. The bootstrap, a free and open-source 
front-end web development framework, supports the design 
and development of the system.  The bootstrap supports 
HTML and CSS-based design templates for typography, 
forms, buttons, navigation, and other interface components 
[22]. The XAMPP includes the web server application 
(Apache), the database (MariaDB), and the scripting 
language (PHP)[23]. Figure 5 is a sample screenshot of the 
system.  
 

 
 Figure 5: The survey form module 
 
  During the testing phase, the verification process 
determines whether the system satisfies the conditions/scope 
imposed at the analysis phase. The validation process 
involves the evaluation during and at the end of the 
development process, determining if it satisfies specified 
requirements. Also, debugging, in which bugs and system 
glitches are found, corrected, and refined accordingly, is done 
in the testing phase. 
 

2.3 Process Flow of Applying the Algorithm to determine 
the efficiency of compliance 
 
  Figure 6 is the process flow of applying the algorithm to 
determine the efficiency of compliance. The first step in 
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analyzing the results is the selection of attributes needed to be 
performed based on goals. This step answers what data is 
needed and is available for consumption. An added difficulty 
of this step is the integration of data in creating one data set, 
which included all predictors needed to start the 
process.Another step to consider in assuring quality results is 
pre-processing and cleansing of data. Data consistency is 
enhanced in this stage. It includes data clearing, such as 
handling missing values and removing outliers. Data 
Transformation stage is the generation of better data. The data 
were transformed into a proper format using the data 
pre-processing technique of a data mining tool.  

 
 Figure 6: Process Flow of Applying the Algorithm to determine 
the efficiency of compliance 

 
2.4 Research Participants 
 
  Table 1 shows the participants' frequency and equivalent 
percentage distribution. The participants were the 
personnel/workers of the Province of Ilocos Sur with a total 
of 1,010. 

 
Table 1: Distribution of Participants 

Participants f Percentage 
Governor’s Office 101 10.00 
Provincial Administrator 68 6.73 
Human Resource Mngt  17 1.68 
Vice Governor&Sanggunian 143 14.16 
Sanggunian Panlalawigan 
Secretariat 

27 2.67 

Provincial Accounting  19 1.88 
Provincial Agriculture  54  5.35  
Provincial Assessor’s Office 17 1.68 
Provincial Budget Office 11 1.09 
Provincial Engineer’s Office 75 7.43 
Provincial Legal Office 11 1.09 
Provincial Planning and 
Development Office 17 1.68 

Social Welfare & Development 80 7.92 
Provincial Population Office 5 0.50 
Provincial Treasurer 27 2.67 
Provincial Veterinary Office 54 5.35 
Envi. Natural Resources Mngt 39 3.86 
General Services Office 155 15.35 
Ilocos Sur Community College  80  7.92  
IT Experts 10 0.99 
TOTAL 1,010 100% 

 
 

2.5 Instrumentation 
 
 The survey questionnaire is tailored from the National Data 
Privacy Commission. Part one of the questionnaire includes 
demographic profiling in terms of Age, Sex, Civil Status, 
Educational Attainment, and Length of Service. Part two is 
the extent of compliance with the Data Privacy Act of 2012 in 
terms of the eight key items referring to Transparency of 
Processing, Collection, Technical Security, Organizational 
Security, Proportionality, Physical Security, Security of 
Personal Data, and Legitimate Purpose. Moreover, the records 
produce data sets of 144,000, which is already valid. 
According to the literature [24], a rule of thumb for data 
mining is never to have less than 50-100 rows of data for the 
simplest model's types and scenarios. In the application of the 
classification algorithm, the data set of a reasonable size is 
advisable. Focusing on data quality is an essential factor 
rather than adding more and more data. Above all, the 
statistically valid patterns have been found, and adding more 
data does not improve their validity. On the other hand, 
adding more data, sometimes, you can introduce accidental 
correlations [25]. 
 
  A total of 1,002 instances were extracted from the 
cleaning process. This instance was used to feed in the data 
mining tool to identify its relationship or association with the 
identified "Threat Level" such as Low, Medium, and High. 
These "Threat Level" was also part of the questionnaire, to 
find out the level in terms of the items or Key Areas defined. 
The relationship of item "Technical Security" has an 
association with "Threat" (Low), with 40 instances out of 
891 instances of Technical Security. 

 
2.6 Data Gathering Procedures 
 
  In the conduct of the study, the researchers seek 
permission from the Office of the provincial governor of 
Ilocos Sur. Hence, after soliciting the approval and providing 
a schedule of visits, several interviews, meetings, and 
observation with the Management Information System (MIS) 
office and the Human Resource Office were conducted. The 
goal is to gather pertinent requirements such as the process 
flow of implementing the DPA as a basis in the development 
of the Web-based Self-Survey system and identifying the 
number of personnel from the different offices serving as 
respondents. Similarly, a consent letter was provided among 
participants to properly inform them of the study’s purpose, 
results, and effects to the Office. A purposive sampling 
technique was used in determining specific participants 
involved in the survey procedure.  
 
3. RESULTS AND DISCUSSIONS 

3.1The Developed Web-based Self-Survey System 
Functionalities and Features 
 
  The functionalities and features of the system describe 
what it does and the services it provides to the users. Here are 
some significant functionalities: 
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 provides dashboard module  
 manages Participants Profile  
 provides Online Survey which includes 

questions/survey, survey contents, a user to select 
the questions to configure the content using the 
admin account, and the system enables a user to 
add one or more components to the configuration 
of the content of the survey 

 provides visualization through graphical 
representation of results and analysis 

 manages data collected for reporting, analysis, and 
interpretation purposes 

 authenticates user credentials to view profiles 
 

  To describe briefly, the Web-based Self Survey System is 
composed of modules such as NPC Services, About Us, and 
the Survey. The National Privacy Commission (NPC) official 
site displays complete information of the Data privacy law 
and the services that NPC offers. The website also offers 
quick links to all the official forms and guidelines of NPC. 
Figure 7 presents the NPC Services home page, and Figure 8 
presents the participants' survey results. 

 
 
 
   
 
 
 
 
Figure 7: NPC Services home page module 

Figure 7: presents the Survey module, where Survey results are 
presented. 

 

 Figure 8: Participants survey results 
 
  Figure 9a and Figure 9b show sample results presented in 
the Dashboard module. The creation of the Dashboard 
facilitates the control for data visualizations while the 
dashboard icon provides users with a summary of the survey 
for Data Privacy Compliance through Visualization.A 
graphical presentation for each category uses to understand 
the results of the survey quickly. The developed system 
provides an accessible way to see patterns and trends. Each of 
the categories provides a representation of the results from the 
questions answered by "Yes" or "No". 
 
 
 
 

 
 
 
 
 
 
 
 
 
 Figure 9a: Sample Graphical dashboard module 
 
 
 
 
 
 
 
 
 
  
Figure 9b: Sample screenshot: transparency of processing by Office 
who answered “YES” 
 
3.2 Applying Algorithms to monitor and determine the 
efficiency of the compliance to the Data Privacy Act of 
2012 
   
  The self-survey is a set of text answerable by a “YES” or 
a “NO”. The data mining tool analyzes the text in preparation 
for the next stage. Regular expressions afforded by 
Notepad++ serves as editor to remove these tags and other 
noise data present in the corpus (e.g., unwanted white spaces). 
The data mining techniques, association rule mining, and 
logistic regression algorithm determine the accuracy levels of 
each algorithm on datasets.Data Cleaning and Processing. 
The cleaning process involves removing white spaces in 
the text model before feeding it to the tool. The said 
process was executed using Notepad++ through regular 
expression like \r, (_), \n, and many others aimed to 
convert the data to a model acceptable by the data mining 
tool. The first activity involved is data classification. The 
training sets of data were determined by analyzing a set of 
training database instances until a data model was built 
that describes a predetermined set of classes or concepts. 
Then, the generated model was applied to test the data, 
which was not part of the training data to determine the 
classification rate of the model.  
 
3.3 Association Rule Mining Algorithm Results  

  The rule-based approach applies association rule 
discovery algorithms to find an association between items 
and then generates item recommendations based on the 
strength of the association between items. The association 
rule was employed to identify the relationship of the items or 
Key Areas identified: (1) transparency of processing; (2) 
Legitimate purpose; (3) Proportionality; (4) Collection; (5) 
security of personal data; (6) organizational security; (7) 
physical security; and (8) technical security.A total of 1,002 
instances were extracted from the cleaning process. These 
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instances were used to feed in the data mining tool to identify 
its relationship or association with the identified "Threat 
Level" such as Low, Medium, and High. These "Threat 
Level" was also part of the questionnaire, to find out the level 
in terms of the items or Key Areas defined.   
 
3.3.1 Association to “Threat” (Low) 
 
  Figure 10 presents the relationship of the item 
"Technical Security" has an association with "Threat" (Low), 
with 40 instances out of 891 instances of Technical Security.  
 

 
 Figure 10: “Threat” (Low) of Technical Security 
 
3.3.2 Association to “Threat” (Medium)  
 
  Based on the results, association with "Threat" Medium 
reveals organization security, transparency of processing, 
technical security, and collection. Figure 11 shows a sample.  
 

 
 Figure 11:“Threat” (Medium) of Organizational Security 
 
3.3.3 Association to “Threat” (High)  
   
  Figure 12displays the results of the Association Rule 
Mining that corresponds to Threat "High." This includes 
organization security, transparency of processing, collection, 
and technical security. A total of 337 responding with a 
"High" Threat of items indicated. 
 

 
 Figure 12: “Threat” (High) of organizational security 
 
 
 

3.4 Logistic Regression Algorithm Results  
  
  The logistic regression is a robust classification analysis 
based on literature. It has been used for modeling trends if the 
target variable is binary depends on multiple regressors. In 
Figure 13, the different variable was identified with 
corresponding results based on the level of "Threat" such as 
"High" and "Medium". The results with the "High" level of 
threat belong to the variable "Offices=Provincial Budget 
Office". The variable "Offices=Provincial Human Resource 
Mgt. Office", also has a "High" Level of Threat. However, the 
variable "Offices=Ilocos Sur Community College" has a 
"Medium" level of threat. 
 

 
 Figure 13: Association to “Threat” (High) of Organizational  
Security, Transparency of Processing, Collection, and Security 
Technical 
 
3.5 Level of efficiency of the proposed Self-Survey 
System on the compliance of the Data Privacy of 2012 
Applying Data Mining Techniques 
   
  Figure 14 presents the high scores for both precision and 
recall, which mean positive results; (high precision) and (high 
recall). Precision and recall were computed using weka data 
mining in terms of reliability. Association rule and logistic 
regression were employed for both precision and recall. In 
information retrieval, precision refers to the measure of result 
relevancy, while recall refers to the measure of how many 
truly relevant results were returned. Concerning recall, a 
result of 0.856 was established, while precision resulted in 
0.998 and 0.85.   
 

 
 Figure 14: Precision and Recall Validation 
 
4. CONCLUSION 
 
The developed web-based self-survey system facilitates the 
conduct of the evaluation determining the level of compliance 
to data privacy through a visualization where a graphical 
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representation for each category quickly understands the 
results of the survey showing patterns and trends. The 
implementation of data mining techniques, association rule 
mining, and logistic regression algorithm determine the 
accuracy levels of each algorithm on datasets.  The 
employment of the association rule identifies the relationship 
between the eight key areas. Results revealed that ‘technical 
security' has an association with a 'low' threat. In contrast, 
organization security, transparency of processing, technical 
security, and collection have an association with 'medium' 
threat, and organization security, transparency of processing, 
collection, and technical security have a 'high' threat. The 
logistic regression algorithm results reveal that 'high' level 
threat is recorded at the Provincial Budget Office and 
Provincial Human Resource Management office. At the same 
time, Ilocos Sur Community College has a 'medium' level of 
threat. Lastly, in terms of the level of efficiency, precision and 
recall have high scores, which implies positive results (high 
precision and high recall). Concerning recall, a result of 0.856 
was established, while precision resulted in 0.998 and 0.85. 
 .  
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