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ABSTRACT 
 
Task scheduling algorithms in cloud have come a long way, 
from simplistic algorithms like first come first serve, to 
bio-inspired & machine learning algorithms like Q-learning 
and genetic algorithms. The main objective of any task 
scheduling algorithm is to minimize the number of execution 
cycles needed to completely and effectively execute a given set 
of tasks. In this work, we present a comparison of different 
scheduling algorithms and their performance evaluation. The 
proposed research takes into consideration different nuances 
of cloud task scheduling, which include task length, task 
completion time, virtual machine configuration and task 
deadline. Moreover, the review also includes containers, 
which ensures that the scheduler works effectively on a 
container environment to improve efficiency of the cloud 
deployment. We propose different comparisons of the 
algorithms which are under different task conditions. In our 
analysis, we reviewed all the algorithms on different tasks and 
under different virtual machine (VM) configurations. As per 
the research, the machine learning based algorithms perform 
better in terms of overall task scheduling efficiency when 
compared with others. 
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1. INTRODUCTION 
 
Scheduling of tasks for a cloud computing environment 
specifically means that the tasks which are being handled by 
the cloud, must be allocated to proper processing units of the 
cloud. Various techniques and algorithms are proposed for 
this in the past, and most of these algorithms are not fully 
capable for processing the tasks in a real time environment, 
due to the fact that their efficiency is reduced either due to 
high computational complexity which results in low response 
time, or due to less Quality of Service (QoS) for task 
processing, or due to improper utilization of cloud tasks 
which is a result of non-optimal & high speed computations. 
The general approach followed by designers of resource 

 
 

scheduling algorithms is to first evaluate the number of tasks 
which are needed to be executed, and create a task pool, once 
the task pool is created, then create a resource pool, which 
consists of the various tasks to be used for task scheduling, 
and finally map the resource pool with the task pool. This 
process is repeated until the task pool is not empty. 
Performing the mapping between the task pools and the 
resource pools usually requires a lot of application specific 
calculations, for example, if the application requires less 
response time, then the mapping process must consider the 
task response time as first priority by keeping other 
scheduling parameters like execution guarantee or deadline at 
lower priority, and perform the scheduling accordingly, while 
if the application has relaxed timing requirements, but needs 
task execution guarantee, then the algorithm will opt for 
higher computations, and make sure that all tasks are granted 
guaranteed execution. In this review, we are combining the 
different aspects of task scheduling and resource allocation 
using different algorithms, to make sure that the overall QoS 
of the cloud computing system is evaluated, the QoS includes 
but is not limited to, response time, end-to-end delay, task 
throughput and resource utility factor. The general 
block-diagram for task scheduling can be explained in 
figure-1. 

 
Figure-1: General task allocation procedure 
 

From the figure 1 it is clear that the main block in task 
scheduling is where processing of task features and 
mathematical formulation is performed. The next section 
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compares various algorithms used for task scheduling, and 
evaluates their performance in terms of common QoS 
parameters. This comparison allows us to identify some of the 
best algorithms which are used for task scheduling purposes. 
Based on the QoS parameters many researchers have 
proposed trust models that make use of one or more of these 
parameters. These models are discussed in the next section, 
with the performance analysis of the models is made in the 
same section. Finally, we conclude this text with some 
interesting observations about these models, and suggest 
some future research that can be done based on these models. 

2. LITERATURE REVIEW 
In this section different algorithms for resource scheduling 
are studied, and the selection process of our base algorithm is 
explained. Resource scheduling requires careful planning 
from the cloud provider side and from the cloud infrastructure 
side as well. This planning is accomplished with the help of 
different task-type-aware algorithms, which take into 
consideration various task parameters in order to execute the 
tasks on the resources (or virtual machines). The algorithm 
defined in [1] uses a modified version of genetic algorithm to 
schedule resources. They have used simulated annealing with 
a multi-population genetic algorithm in order to improve task 
scheduling efficiency. Due to simulated annealing the 
algorithm focuses on finding global optimum rather than 
local optimum. Therefore, the overall response time reduces, 
the completion cost reduces, the convergence speed improves 
and the degree of load balancing reduces. As per their 
observations, the completion time reduces by 40%, the load 
imbalance reduces by 20%, the completion cost reduces by 
40% and the load imbalance reduces by 20% when compared 
with simple genetic algorithm. Due to these advantages, the 
simulated annealing algorithm can be used for real-time 
cloud deployments. A different approach towards resource 
scheduling is proposed in [2], wherein the CPU, memory and 
bandwidth are used together for all the virtual and physical 
machines in order to allocate the tasks to the machines. A 
migration policy is used in order to migrate the tasks which do 
not satisfy a given allocation constraint, like maximum 
execution delay, minimum run-time, etc. The proposed 
algorithm is compared with ZHZJ, ZHCJ and random 
allocation. The comparison results indicate that the algorithm 
in [2] reduces the imbalance level of the tasks, and also has a 
lower running time when compared with ZHZJ and ZHCJ 
algorithms. Random algorithm does not perform any complex 
mathematical operations while mapping, thus it is bound to 
require less delay. In our recommendation, we would suggest 
that the algorithm in [2] must be compared with more 
algorithms and larger datasets in order to evaluate its 
real-time performance. Another bio-inspired algorithm like 
[1] is mentioned in [3], which uses improved differential 
evolution algorithm for resource scheduling. The algorithm 
in [3, 22] proposes the scheduling in a multi-user and 
multi-provider environment (MUMP). This MUMP 
environment makes sure that the allocation is done in 

real-time, because for any use case scenario there are always 
multiple providers and multiple users of the cloud 
deployment. The algorithm is compared with round robin, 
min-min and differential evolution techniques. The 
comparisons indicate that the proposed MUMP based 
algorithm reduces the completion time by 30% and improves 
the user-to-provider satisfaction ratio by 20%. All this is done 
while keeping the load ratio of the virtual machines almost 
constant. For any practical use case, this algorithm can be 
applied without any modification.  
Bio-inspired algorithms can be applied together in order to 
optimize one-particular area of task scheduling. In the work 
proposed by researchers in [4], a hybrid algorithm which 
combines cat swarm optimization for load balancing and 
particle swarm optimization for virtual machine 
configuration management is defined. Via their algorithm 
individual optimizations are combined to form a bigger 
system-level optimization. Their results when compared with 
simple PSO, round robin, simple cat swarm optimization, 
ant-colony optimization and exact optimization showcase a 
10% reduction in processing delay, 20% improvement in 
resource utilization and 10% reduction in algorithm 
complexity. This work in [4] is a perfect example of 
layered-based modular processing, which tends to improve 
the overall efficiency of resource allocation. PSO is a very 
widely accepted optimization algorithm which has been in 
use for quite a long time. PSO allows for multiple level 
modifications, right from its fitness function, to its velocity 
equations. One such modification is done in [5, 20], where the 
fitness and velocity update equations are optimized in order to 
minimize the response time of the algorithm. The modified 
PSO reduces the response time of the algorithm by more than 
10%, and can be used for fast-scheduling of resources in the 
cloud. Heuristics based scheduling is proposed using the 
max-min algorithm in [6], wherein researchers have applied 
maximum sized tasks to minimum capacity virtual machines. 
By doing this, the minimum sized tasks execute on higher 
capacity virtual machines, thereby the processing speed of the 
system improves drastically. The proposed max-min 
algorithm changes the concept a bit further, by executing 
average-sized tasks on slower virtual machines, which further 
reduces the response time by 10% when compared to the 
original max-min algorithm. A hybrid approach which 
combines max-min and min-max algorithms is defined in [7], 
wherein the elapsed time for both max-min and min-max is 
evaluated, and then based on the comparison a particular 
algorithm is selected for scheduling. The results indicate that 
the proposed combinatorial approach reduces the make-span 
or response time by 10%, when compared with max-min, 
min-max, RASA, improved-max-min and enhanced version 
of max-min. These results showcase the superiority of using a 
pre-calculated metric, rather than fixating on a given policy.  
Value of service (VoS) is a novel metric defined in [8], 
wherein the value of the services given by a cloud provider are 
decided by the virtual machine’s previous ability to complete 
a task within a given deadline and the energy needed by the 
VM to execute the given task. Using these parameters, a VoS 
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based scheduling algorithm is defined in [8], which uses soft 
and hard thresholds for scheduling tasks. The VoS based 
algorithm is compared with a non-VoS based system, and it is 
observed that the VoS based system is 50% more responsive, 
and 40% more energy efficient. Generally, the VoS system is 
deployed on each of the load-execution units, which increases 
the overheads. In order to reduce these overheads, a central 
load balancer is defined in [9]. This balancer uses the concept 
of data-aggregation in order to execute tasks on virtual 
machines. The information from all the computing nodes is 
aggregated on a single node, and calculations are done based 
on these readings. These calculations provide a fair idea about 
the current load scenarios of the system, and thereby allows 
for proper resource allocation. The central load balancer 
reduces the response time by more than 60% when compared 
with round robin, active response time and throttled response 
time-based balancers.  
Clustering is a way to group similar kind data together in 
order to perform a similar set of operation on it. A 
clustering-based approach, which uses task grouping based 
on the cloud’s capability to execute a given set of tasks on a 
given set of machines is proposed in [10]. Based on this 
clustering, the algorithm is able to reduce the processing 
delay by 15%, and the processing cost by 70% when 
compared with a non-clustering approach of resource 
scheduling. Clustering approach is again used to balance 
network traffic in [11], wherein the algorithm is not a 
cloud-based algorithm, but can be linearly used for 
cloud-based systems. Using the proposed algorithm, the 
mapping between tasks and execution units can be performed 
in the same manner as the mapping between nodes and 
base-stations is done. The results indicate that the proposed 
algorithm reduces delay by 10% when compared to 
first-come-first-serve (FCFS) based scheduling systems. The 
evaluation of this algorithm must be done on cloud networks 
to evaluate its real-time performance before actual usage. 
Like FCFS; round robin and least connection methods are 
also equally good when it comes to task scheduling. The work 
in [12] combines weighted round robin with weighted least 
connection algorithms in order to improve the performance of 
each of the individual algorithms. The proposed algorithm 
reduces the average waiting time by 20%, and increases the 
average resource utilization by almost 15% when compared 
with the individual algorithms. This study can further be 
extended for more algorithms in order to evaluate its actual 
performance.  
Including cost awareness to a scheduling system is of primary 
importance due to 2 major reasons, which are, 

 A cost aware scheduling system will never overload 
the virtual machines 

 The system will always take into consideration 
Quality of Service while scheduling tasks 

Due to these inherent advantages the algorithm in [13] was 
studied and selected as our baseline algorithm for this text. 
Using the work in [13], researchers have claimed that cost 
effective resource scheduling algorithm takes into 

consideration the task cost, and allocates the best capacity 
VMs to the tasks which require higher processing capabilities 
along with reduced response time. Due to these advantages 
the resource cost of this CERS algorithm is lower than the 
existing methods, while the throughput is very high. An 
in-depth analysis of the CERS system is done in the later 
sections of this text. In order to evaluate CERS with other 
algorithms, we have selected the research done in [14, 21]. 
This research clearly indicates that simulated annealing and 
bio-inspired algorithms are the best-in-class, and must be 
used for any level of resource scheduling.  

A bandwidth aware scheduling algorithm is presented in [15], 
wherein researchers have selected the bandwidth of virtual 
machine in order to allocate tasks. Higher bandwidth 
machines are assigned with larger tasks, and lower bandwidth 
machines are assigned with smaller tasks. Due to this 
bandwidth-based allocation the delay in execution of tasks is 
reduced by more than 40%. While these results look 
too-good-to-be-true, we too recommend in-depth analysis of 
such algorithms before actual implementation on cloud 
deployments. Another soft-computing algorithm that 
modifies PSO and adds cuckoo search into it is presented in 
[16]. Using the cuckoo-based PSO, the cost of task execution 
reduces by 10%, while the energy efficiency improves by 
15%, when compared with simple PSO and improved PSO 
algorithms. But this algorithm is generally suited for smaller 
sized tasks, because the complexity of evaluation increases as 
the task size increases. A Median Deviation based Task 
Scheduling (MDTS), which uses Median Absolute Deviation 
(MAD) of the Expected Time to Compute (ETC) is proposed 
in [14]. In this approach the average of the computation time 
is evaluated, and then minimized by using task time variation 
optimization. Due to this approach, the overall response time 
of the algorithm is reduced by almost 25% when compared to 
CPOP, HEFT and MDTS algorithms as mentioned in [14]. 
Clustering based methods are supposed to reduce the overall 
response time of any scheduling system. This has been proved 
by the work in [17], where task size and virtual machine 
capacity-based clustering is performed in order to map the 
most matching clusters. Clusters with minimum task time are 
mapped with VM clusters of minimum capacity in order to 
improve the overall quality of scheduling. This results in a 
reduction of make span by 10%, an increase in resource 
utilization by more than 30% and an improvement in 
trust-level by around 10% when compared with the TTSA 
algorithm [17]. As seen previously, the bio-inspired 
algorithms outperform any other statistical approaches. But 
in contrast the hybrid heuristics method proposed in [18] 
beats the PSO, ACO and round robin-based approaches in 
terms of average delay of execution, energy consumption and 
reliability. Due to the heuristic-based approach, there is 
no-uncertainty of the obtained solution, thereby there is an 
obvious improvement in algorithm reliability as compared to 
other stochastic algorithms, which do not guarantee 
optimization. Another CERS based algorithm is presented in 
[19], wherein chemical reaction optimization and ant colony 
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optimization (CRO and ACO) are used in tandem to improve 
the effectiveness of task scheduling. Using these two methods, 
and then adding a resource aware deadline constraint to it, 
guarantees a reduction in response time, and an improvement 
in the overall resource utilization by the system. 

.  
 

3. CONCLUSION 

Based on the review, we can observe that the non-machine 
algorithms have longer waiting delays as compared to the 
machine learning counter parts, the delay is reduced by 8 %. 
The execution time of the machine learning is improved by 10 
% when compared to non-ML technique. Also, the execution 
time values are found to be lower for ML than for greedy 
algorithm. Moreover, the mean task waiting time is also 
reduced by 8 % when compared to the non-ML algorithms. 
Machine learning in itself is a very computationally advanced 
process for the problem of load balancing, so there is not 
much to do on this topic in terms of algorithmic complexity. 
Researchers can try and implement more advanced 
techniques like deep nets for solving the issue of load 
balancing, but the results will be incremental. In order to 
really optimize the performance further, researchers can use 
quantum computing for load balancing, and develop quantum 
computational layers in order to evaluate its performance, and 
apply the proposed machine learning algorithm on the 
quantum processors. 
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