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ABSTRACT 

From the past decade, growth of social media encourages 
researchers to perform several academic studies on the 
user generated data. Sentiment Analysis is tool used to 
generate summary of public opinion about a topic, which 
helps in effective decision making. Most of the work in 
sentiment analysis has been performed on English 
Language Dataset. Many Languages such as Urdu, Hindi, 
and Italian faced lack of attention due to their complex 
morphological structure and unavailability of resources. 
COVID-19 has affected human life around the world. 
Many researchers have performed their studies using 
twitter data for knowing the sentiments of people 
throughout the time of pandemic. In this Paper we are 
giving a general overview about the process of Sentiment 
Analysis of Roman-Urdu Tweets. For the dataset query 
we have used the data generated by user about COVID-
19. 

Key words: Sentiment Analysis, Machine Learning, 
Roman-Urdu, COVID-19 

1. INTRODUCTION  

In today’s world, the most usable platform used for 
communication between different people is internet. Due 
to the incredible grow of technology; people are using 
search engine for various aspects of life such as e-
commerce, e-marketing, distance learning, bill payment, 
social media interaction etc.  Different social media 
platform such as Facebook, YouTube and Twitter enable 
people to share their views about any product, event, 
service, political affair, and other viral news publicly 
[1][3][10]. People are spending more time on social 
media as compare to the time they spend on drinking, 
eating and on other social activities as analyzed by 
marketers. According to a survey of Smart Insights, 
within a minute, people manage to publish 3.3 million 
posts on Facebook and 4.5 million tweets on twitter 
[19].There is too much user-generated data available on 
the internet used by the organization and companies to 

know about the feedback of people. Through this 
available data, people can make their decision about 
purchase and companies can improve their product after 
knowing about the opinion of people [5]. As there is too 
much opinion available about everything on the internet, 
there is a need of some technique or algorithm in order to 
find accurate results. COVID-19 epidemic have affected 
millions of people around the globe. The virus is highly 
infectious because it transfers from person to person 
through any mean [24]. Many countries including 
Pakistan have taken several precautions to slow down the 
extent of COVID-19, such as ban of travelling, lockdown, 
closing of public places (e.g., gym, restaurants, schools), 
requiring people to practice good personal hygiene, keep 
social distancing of 1.5 meters, and work or study at home 
[35]. People in Pakistan have experienced many things 
first time due to the lockdown like wearing masks, work 
from home, delivery of items, online classes and exams. 
People have mixed views about them and they shared 
their opinion on social media platforms such as twitter. 
This massive personal post could be a valuable data for 
knowing the sentiments of people about incidents 
happened during COVID-19. Urdu is a national language 
of Pakistan and more than 64 million people worldwide 
speaks Urdu. Most of the people of Pakistan are very well 
aware of Roman script of Urdu and they use it to express 
their opinion on social-media platforms. 

2. SENTIMENT ANALYSIS OF ROMAN URDU 
TWEETS 

Sentiment Analysis (also known as opinion mining) is a 
tool used generate an overview of public opinion about a 
particular activities, events, objects, topics, services and 
products which helps in effective decision making 
[1][2][3]. It is a combination of Natural Language 
Processing and Data mining techniques.SA considered as 
a classification process, which performed at three levels 
named as document level, sentence level and aspect level. 
At document Level, entire document considered as one 
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unit of information for one topic and the whole document 
will classify as positive, neutral or negative on the basis 
of positive, neutral and negative sentences present in the 
document. At sentence level sentiment analysis, each 
sentence is classified as positive, negative or neutral. In 
aspect level Sentiment classification, different aspects 
(features) of the previously identified entities classified as 
positive or negative[1].It opens up opportunities for 
marketing teams, celebrities, politicians, and anyone 
concerned with opinions and moods of the general public. 
Many researchers have performed sentiment analysis 
during COVID-19 to find the reaction and opinion of 
people as mentioned in table 1. Wang et al. [18] collected 
posts from Weibo and used unsupervised BERT 
(Bidirectional Encoder Representations from 
Transformers) to classify sentiments of people into 
different categories (positive, neutral, and negative. 

Nemes et al. [21] applied a Recurrent Neural Network 
(RNN)for the classification of tweets. He developed a 
model to analyze the emotional nature of  

numerous tweets, using the recurrent neural network for 
emotional prediction, searching for connections between 
words, and marking them with positive or negative 
emotions. Samuel et al [22] collected data from twitter 
and found sentiment of people toward COVID-19. He 
further compared performances of different classification 
algorithms such as Naïve Bayer classifier, Logistic 
regression, and linear regression for the twitter 
data.Mostly the work in sentiment Analysis has been 
performed on English and there are many libraries and 
packages available in python for sentiment analysis of 
English language text such as Textblob [25].The table 1 
below represents the different researches on roman Urdu 
data set. 

 

 

Table 1: Survey on research types and methods using Roman Urdu datasets 

 

References P. Channel P. Year  Research Type Empirical Type Approach 

[12] Conference 2020 Solution Proposal Experiment Method 

[27] Journal 2016 Solution Proposal Experiment Method 

[15] Journal 2019 Solution Proposal Experiment Modal 

[12] Conference 2018 Evaluation Paper Experiment Method 

[1] Conference 2017 Solution Proposal Experiment Method 

[6] Journal 2019 Solution Proposal Experiment Method 

[7] Journal 2020 Solution Proposal Experiment Modal 

[10] Journal 2020 Evaluation Paper Survey Method 

[11] Journal 2020 Solution Proposal Experiment Method 

[13] Journal 2017 Solution Proposal Experiment Method 

[2] Conference 2019 Evaluation Paper Experiment Method 

[24] Journal 2020 Evaluation Paper Experiment Method 

[17] Journal 2020 Evaluation Paper Survey Modal 

[18] Journal 2017 Solution Proposal Experiment Method 

[23] Journal 2020 Experience Paper Experiment Method 
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[22] Journal 2020 Evaluation Paper Survey Method 

[25] Journal 2020 Evaluation Paper Survey Method 

[22] Journal 2019 Solution Proposal Experiment Method 

[35] Symposium 2020 Evaluation Paper Experiment Method 

[40] Conference 2020 Solution Proposal Experiment Method 

 

Currently limited research has been performed on 
other languages such as Urdu, Roman-Urdu, Hindi, 
Arabic and Italian. Sentiment Analysis of some 
language is difficult due to their complex 
morphological structure such as Urdu and Arabic. 
Sentiment Analysis of Roman-Urdu is as essential as 
of any other languages as majority of the people in 
subcontinent are not much well versed of English 
language and use Roman-Urdu to express their 
sentiments on social media platforms. Due to the 
COVID-19 a lot of research conducted on sentiment 
of people for knowing the opinion of people about 
outbreak virus, symptoms of virus, quarantine, 
lockdown etc.  

There are two methods of finding sentiments of text 
data, Corpus-based and Lexicon-based. Corpus-based 
sentiment analysis used a machine learning classifier 
on labeled Dataset. The performance of the classifier 
depends on the quantity and quality of the training 
data. Lexicon-based sentiment analysis finds the 
polarity of every word or phrase in a text document 
with the use of a sentiment lexicon. Sentiment 
Analysis using Lexicon-based approach has two 
further types, dictionary based and corpus based. 
Dictionary based approach used an existing 
dictionary of words along with the sentiment 
strength. Corpus-based approach sentiment analysis 
approach searcher though vast amount of datasets to 
find the probability of a term occurrence [27]. 

Different researcher has made numerous efforts for 
solving the issue of Roman-Urdu script as mentioned 
in Table 1. But problems of Roman-Urdu text has not 
been fully solved yet. Javed et al. [31] conducted 
research on bilingual twitter dataset on a case study 
of general elections 2013 using lexicon based 
approach. Arif et al. [27] by using a dataset of 
English contain hotel reviews. He converted his 
dataset into Roman-Urdu using an online tool. He 
used different classifier such as SVM, KNN, 
Decision tree classifier, Ridge Classifier Naïve Bayes 

 

 

 

etc. The results of this study show that Ridge 
Classifier with TF-IDE achieved maximum accuracy 
98%. Bilal et al[1] used three classification models 
Naïve Bayes, KNN and decision tree in WEKA 
environment for the classification of opinion 
extracted from Blog. This study concluded that Naive 
Bayes performed better than KNN and Decision tree 
classifier. Rafae et al. [10] performed a study and 
concluded that several methods used for the 
sentiment analysis of other languages are not suitable 
for the Roman-Urdu script. Spelling variation and 
complex morphological structure is the main reason 
of this problem. Furthermore, the unavailability of 
language resources such as datasets and lexicons also 
makes it difficult to apply the current sentiment 
analysis techniques. 

In this paper we are following two aspects, first to 
deliver an overview about performing the sentiment 
analysis of twitter data. The second aspect of our 
paper is to give reader an idea of how Roman-Urdu 
tweets can be used in the sentiment analysis. 

3. METHODOLOGY 

In this section we will study different methods of 
sentiment analysis of Roman- Urdu tweets. The 
Methodology of this research consists of five steps as 
shown in figure 1. In the first phase data will be 
collected using twitter API. After the complete 
collection of dataset, preprocessing will be performed 
to clean the data because clean and labeled data gives 
good results with machine learning algorithms [30]. 
Roman-Urdu does not have any labeled dataset, so in 
order to conduct research; data will be collected and 
manually labeled by the annotator. After performing 
the preprocessing several features will be extracted 
from the dataset. Many researchers have used TF-
IDF with unigram and bigram for their research. 
These two features works well with Roman-Urdu 
Script. After preprocessing, features will be selected 
using chi-squared. For the classification, we have 
presented several studies which have used different 
algorithms for solving classification problems. At the 
end model will be evaluated with different methods 
like Accuracy, precision and recall. Figure 1 below 
shows the flow of events in the system to analyze the 
Roman Urdu tweets.  
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Figure 1: Sentiment Analysis of Roman Urdu 
Tweets 

3.1 Dataset 

Launched in 2006, the microblogging platform 
Twitter became one of the most popular 
microblogging providers. Initially, the users were 
given 140 characters space to tweet but recently, this 
has been extended to 280 characters. Twitter received 
more than 330 million tweets daily, which makes it a 
great platform worldwide. It is the treasure of 
sentiment of people around the globe; since People 
use twitter to share their thoughts, as well as to 
spread the information. 

The rapid sharing of the opinions of the user on 
Twitter has encouraged researchers to find the 
sentiments on almost everything, including 
sentiments towards products, movies, politics and 
digital technology. Twitter data has been widely used 
for crises situation exploration and recording people 
reaction toward it [18][24][23][22].De Choudhury et 
al. [32] performed a study for behavioral changes and 
mood of new mothers suffering from postnatal. He 
collected data from twitter and evaluate it for 
postnatal changes like social engagement, emotion, 
social network, and linguistic style. With this study, 
they concluded that twitter data can be very useful in 
identifying mothers at risk of postnatal depression. 

In sentiment analysis of twitter Tweepy python 
library is used for data extraction from twitter API.  
Twitter API recognized in the 10 world’s most 
powerful APIs. It offers a developer account to the 
user through which they can access twitter data. 

Tweepy is a powerful library of python which enable 
data retrieval by searching through keywords, 
hashtags, timelines, trends or Geo-Location. Python 
is the fastest growing language for developers due to 
its easy to understand syntax and fast compilation. It 
has many libraries such as numpy, pandas, nlkt and 
frameworks like TensorFlow which helps in deep 
learning. For this paperwe have targeted only those 
research papers which have used COVID-19 tweets 
dataset. They all have stored Data in CSV file and 
applied further analysis on it. 

3.2 Preprocessing 

Preprocessing is an important step that keeps the 
important words and removes the unnecessary words. 
Python programming language mostly used for the 
data analysis. The steps usually followed for the 
preprocessing are mentioned below 

1: Remove hash tag such as (#COVID and @user) 
and other URLS as they do not make any 
contribution in Sentiment Analysis. 

2: Remove all the English characters and emoticons. 

3: Remove the special characters, Arabic characters, 
punctuation and numbers from the dataset. 

4. Conversion of all tweets into lower case. 

5: Removing stop words. The common words which 
do not give meaning to the sentiment are called stop 
words. 

6: Remove repetitive words like convert too worried 
to worry. 

After performing preprocessing, we have clean data 
for the analysis. 

3.3 Data Annotation 

In most of research paper we have read, annotation is 
performed manually by human annotators. For 
manual annotation, every researcher has its own rules 
according to the suitability of dataset. Mostly 
annotators are native Urdu speaker, familiar with 
Roman-Urdu Script. Some of the rules are mentioned 
below 

1: How to annotate (sentences contain positive terms 
or negative terms) 

2: What to annotate and what not to annotate? 

3: How to handle Sarcastic and neutral cases? 

If the sentence has both negative and positive 
sentiments, then annotators will classify it as neutral. 
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3.4 Tokenization 

After the Accomplishment of Preprocessing and 
manual annotation of Dataset, Tokenization is 
performed. It is a process of converting a random 
string of characters into Token. They serve as a 
reference to the original data. Tokenization is used to 
identify noun, pronoun, verb adjective etc. 
Combining words with same meaning is one of the 
processes of NLP. Mostly Tokenization for Roman-
Urdu script is usually performed by Spacy Toolkit. 

3.5 Feature Extraction 

After cleaning and preprocessing data, Feature 
extraction is performed on the dataset in order to 
gather useful feature for sentiment Analysis. The 
most common feature set for NLP of Roman-Urdu 
script includes n-gram, Bigram and TF-IDE. Earlier 
researchers have used six algorithms for sentiment 
classification such as Naïve Bayes, Logistic 
Regression, Linear Regression, Decision Tree etc.  
They found that TF-IDE with Bigram worked 
excellent with most of the Dataset. 

TF-IDE: stands for Term Frequency-Inverse 
Document Frequency. It is use to assign weights to 
the terms which have relative importance in the 
dataset [8][9][10]. The TF-IDF value of a words 
increases when it appears frequently in a tweets. In 
research, sometime TF-IDF is used to eliminate 
repeated words and some researcher used to extract 
frequent words for topic modeling [24].The words 
such as “the” have higher frequency and these kinds 
of terms needs to weigh down. Researcher set 
parameters of TF-IDF for effective results. For 
example if they set minimum value 2 in term 
frequency, than the words appear less than 2 times 
will not be considered. Mostly feature selection is 
based on word density. Word density is determined 
by TF-IDF method. Word density helps to know 
about the polarity of the tweet. The words which do 
not appear frequently in the tweets remain present in 
the corpus. TF-IDF is also used for calculating the 
polarity of the text. The positive or negative status of 
the word is calculated through the number of time the 
word arises in given tweet dataset. Dataset executed 
with TF-IDE, show the rank of each word occur 
frequently in the dataset. The higher rank means that 
the word is relevant and it can contribute in the 
polarity of tweet. TF-IDF basically tells the important 
of a term in the dataset and helps in extracting 
relevant terms. 

BAG OF WORDS: In natural language processing, 
Bag of words is used for the simple representation of 
document or dataset. The document or a sentence 
represented as bag (multiset) of word by discarding 

grammar and the order of occurrence of word but 
keeping the multiplicity. Bag of words often used for 
the classification of document in sentiment analysis 
and topic modeling. It is also used for capturing the 
emoticon in a text [9].  This model is very simple and 
can be used many ways for the extraction of 
appropriate features from the dataset. The main 
drawback of Bag of word is the absence of 
information about sentence’s grammar. 

UNIGRAM AND BIGRAM: Unigram is define as 
the series of word in a tweet with a fixed window size 
such as N=1 which is use to extract valuable 
information from the dataset. They are often used for 
the clustering of large dataset. The size of bigram is 2 
and it is extensively used in text mining tasks. A 
bigram takes a sentence as an input and return two 
consecutive words from the sentence. The benefits of 
unigram and bigram models are simplicity and 
scalability. As tweets contain less than 300 words so 
bigram + Unigram works best in many cases. 

3.6 Feature Selection 

There is no such method in research for helping in 
selecting feature set for feeding model. Generally 
researchers used TF-IDE with N-gram model for the 
sentiment classification of Roman-Urdu Tweets. 
Feature selection helps in identifying precise set of 
feature from the dataset to contribute in the accuracy 
of the predictive modal.  It simplifies the model by 
eliminating unnecessary attributes. It helps in 
improving the performance of algorithm by 
increasing classification accuracy, reducing training 
time and decreases overfitting. Generally there are 
four approaches used for the feature selection which 
are hybrid, Wrapper, Filter and Embedded. Arif et al 
[27] used filter method for the selection of decent 
feature set. Some methods used in Filter approach are 
defined below 

CHI-SQUARED TEST: It is used for calculating the 
occurrence of two procedures, the occurrence of term 
and the occurrence of document. Feature with high 
Chi-squared helps in the selection of good features 
[27] [12] [16]. 

Document Frequency (DF): It is define as the number 
of documents containing a particular term. It can be 
used to eliminate several unimportant words from the 
document 

INFORMATION GAIN (IG):  It can be used for 
feature selection by estimating the gain of each 
variable in the context of target variable. 

3.7 Classification 

Sentiment Analysis has been performed using three 
approaches; machine learning approach, semi-
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supervised approach, List    based    approach    
(SentiWordNet) and grouping of all of the above. 
Machine learning approach has two type of 
classification. 

Supervised Classification: In this kind of 
classification, labeled dataset is used for training 
model. Classification is an example of unsupervised 
learning. 

Unsupervised Classification: In this type of 
classification, Labels of dataset are not known in 
advance. Once classification is performed; class 
labels are assigned to the records on the basis of 
some natural similarities. Clustering is an example of 
unsupervised learning. 

The two types of sentiment classifications are binary 
classification and multi-class sentiment classification. 
In binary classification, a feature, sentence or 
document is classified according to the two polarities, 
positive or negative, favorable or unfavorable 
whereas multi-class sentiment classification can label 
the review into more than two classes. There are 
some classifiers which have been widely used for the 
sentiment analysis of Roman Urdu Tweets. Some of 
them are explained below. 

NAÏVE BAYES CLASSIFIER: It is one of the 
significant classifier of natural language processing 
applications. It has been widely used for the text 
classification since 1950’s. It is theoretically based 
on Bayes theorem. The two approaches for Naïve 
Bayes classifier are Multinomial Naïve Bayes (used 
for binary representation of the features) and 
Bernoulli Naïve Bayes (used for the feature 
representation in frequency). Many researchers have 
used NBC for the sentiment analysis. Samuel et al 
[22] used Naïve Bayes classifier for classification of 
public sentiments toward COVID-19. They observed 
an accuracy of 91% with Naïve Bayes which is 
incredible. Mahmood et al [12] performed sentiment 
analysis of roman Urdu tweets with Naïve Bayes and 
observed highest accuracy as compare to the other 
classifiers which is 75%. Bilal at al [1] performed an 
experiment using WEKA environment for the 
sentiment analysis of Roman-Urdu opinions. The 
result of this experiment shows that NBS perform 
better than KNN and Decision tree. It shows the 
accuracy of 97%. 

LOGISTIC REGRESSION: Logistic regression has 
been widely used in classification problems. It was 
first developed by David Cox in 1958 [36]. In 
Logistic regression, the probability of the outcome of 
the single trial is modeled by using a logistic 
function. In logistic function, the probability of the 
outcomes is converted into binary values. Thus, the 

logistic function always predicts answer between 0 
and 1.  LR classifier helps in the appropriate 
classification of categorical outcomes.  However, this 
prediction needs each data point to be independent to 
each other [36]. Samuel et al [22] used Logistic 
Regression classifier for classification of public 
sentiments toward COVID-19. They observed an 
accuracy of 74% with LR which is good. Mahmood 
et al [16] did a study on sentiment analysis of labeled 
Roman-Urdu dataset of six different domains. They 
concluded after applying several algorithms for 
improving results that logistic regression with 
Unigram performs better than any classification 
algorithm. 

K-NEAREST NEIGHBORS (KNN):Bilal at al [1] 
performed an experiment using WEKA environment 
with different classifiers for the sentiment analysis of 
Roman-Urdu opinions. The accuracy of KNN in this 
study was 95%. Arif et al [16] conducted a study with 
a dataset of hotel reviews in Roman-Urdu and 
observed 79% accuracy with KNN. 

DECISION TREE (DT):Decision tree have been 
widely used for the sentiment analysis of different 
languages and it shows good results. Arif et al [16] 
conducted an experiment for the sentiment analysis 
of Hotel reviews in Roman-Urdu Script.  Decision 
tree have shown 77% accuracy in this experiment. 
Another experiment was performed by Bilal et al [1] 
in the Weka environment and Decision tree has 
shown 92% accuracy in this experiment. Many 
researchers have used Naïve Bayes for the Sentiment 
analysis and for solving Classification problems[1] 
[12] [22] [4] [16]. Deep learning algorithm such as 
RCNN has also been used for the sentiment Analysis. 
Zainabat al [7] conducted a study to evaluate the 
sentiment of Roman- Urdu text using Rule-based, N-
gram with Recurrent Convolutional Neural Network. 
They used a huge dataset of more than 10,000 
sentences. They performed both binary and 
multiclass classification. The result of this study 
shows 65% accuracy for binary classification and 
57% accuracy for multiclass classification.  

3.8 System Evaluation 

After applying sentiment classification model, system 
is evaluated for finding the effectiveness of model. 
Several studies have used different approaches for the 
evaluation of modal according to their problem 
statement. Some researcher used test data for the 
validation of their model. They spilt dataset into a 
ratio of 75:25 or 80:20 as training and testing dataset. 
Some other methods used for the evaluation of model 
are defined below. 
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ACCURACY: It is express as the overall number of 
correctly identified sentences from the entire dataset 
of sentences. 

Accuracy= TP+TN / TP+TN+FP+FN 

PRECISION AND RECALL: It is another 
performance matrix used in the classification 
problem. Precision is defined as the measurer of 
result relevancy whereas recall is known as the 
ability of a classifier to find all the relevant data in a 
dataset. 

Precision = TP/TP+FP 

Recall= TP/TP+FN 

F-MEASURE:It is defined as the Harmonic measure 
of precision and recall. 

F1 score=2 X Precision x Recall / Precision + Recall 

4 RESULTS 

In this research we have covered a general approach 
toward sentiment analysis of Roman-Urdu with 
COVID-19 tweets. With the advancement of social 
media, a lot of user generated data is available for 
research. This valuable data can solve a lot of 
problems. We have defined the possible method of 
sentiment analysis of Roman Urdu tweets. For 
problem statement we have targeted Dataset of tweets 
with COVID-19 related hashtags. For expressing the 
importance of our targeted dataset, we have also 
outlined papers which used dataset on COVID-19 
and give valuable results. In this research, we have 
find out that overall performance of the machine 
learning algorithms depends on the dataset used in 
training. TF-IDE with N-gram models are the most 
usable features set of NLP for Sentiment Analysis. At 
the end for classification, Naïve Bayes is the most 
used classification algorithm. The possible reason of 
better performance of NB algorithm works on 
assumption that all features are independent. 
Therefore it is utilized by many researchers. The 
scope of SA analysis of Roman-Urdu tweets can be 
increased with quality and size of Dataset. 

5 FUTURE WORK AND DISCUSSION 

The importance of Text analysis has increased over 
the past few years due the availability of huge 
Labeled and Unlabeled dataset. Twitter API has 
contributed a lot in motivating the researchers to 
perform several studies on Natural language 
processing. With the outbreak of COVID-19 several 
studies have been performed for finding the reaction 
of people toward different problems associated with 
COVID-19. Yin et al [24] performed a study to detect 

dynamic topic from a huge dataset of COVID-19. 
They Applied Latent Dirichlet Allocation with TF-
IDF to find dynamic topic within the dataset. These 
kinds of studies for the dynamic topic modeling do 
not exist with Roman-Urdu tweets. People in the 
subcontinent mostly use Urdubut due to the 
unavailability of Urdu keyboard, Roman script is 
used to write Urdu language which is known as 
Roman Urdu. With this kind of study more 
interesting topic and sentiment can be discovered 
from the dataset of Roman-Urdu Tweets. Due to the 
complexity of Roman-Urdu script and unavailability 
of labeled dataset, many problems related to Roman-
Urdu remain unsolved. Availability of Roman-Urdu 
Stop word file has made the preprocessing phase easy 
but other advancements are not available in Roman-
Urdu as compare to the English. It is observed in 
several studies that machine learning algorithms are 
simpler and often give better results than the lexicon-
based approach. 

6 CONCLUSION 

In this paper we have presented a systematic 
literature review of Sentiment Analysis of Roman-
Urdu with Covid-19 Tweets. Due to the advancement 
of social-media, people are using it to share their 
opinion literally about everything. This scenario 
generates a lot of user data for the research and 
effective decision. Roman-Urdu script has lack of 
resources due to its morphological structure. Every 
researcher has developed its oven dataset for the 
sentiment analysis according to the problem 
statement. During the study we have observed that 
TF-IDF with Unigram and Bigram are the most 
selected features for the sentiment analysis of Roman 
–Urdu text. Hybrid approaches are also making 
progress with Roman-Urdu, but a lot of work is 
required to achieve good results. Many studies have 
used Naïve Bayes for the Roman-Urdu and it give 
good results even with the large dataset. The overall 
performance of machine learning algorithms depends 
on the quality of dataset. Labeled dataset gives more 
accurate results as compare to the unlabeled dataset. 
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