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#### Abstract

In this paper, we investigate the existence and uniqueness of solutions for a system of fractional integro-differential equations with non-separated integral coupled boundary conditions. Our results are based on the nonlinear alternative of Leray-Schauder type to study the existence of at least one continuous solution to fractional integro- differential system with non-separated integral coupled boundary conditions and uniqueness continuous solution using the Banach's fixed-point theorem.The main results are well illustrated with the aid of an example.
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## 1. INTRODUCTION

Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modeling of systems and processes in the fields of physics, chemistry, aerodynamics, economics, control theory, signal and image processing, blood flow phenomena, etc. [9,10,13].The theory and applications of the fractional differential equations have recently been addressed by several researchers for a variety of problems, we refer the reader to $[1,4,8]$ and the references cited therein. Momani and Hadid have investigated the local and global existence theorem of both fractional differential equation and fractional integro-differential equations; see [7,11].
The study of a coupled system of fractional order is also very significant because this kind of system can often occur in applications. The reader is referred to the papers [2,5,14,15], and the references cited therein.

In [3], it is studied the following nonlinear problem involving nonlinear integral conditions:

$$
\begin{aligned}
& { }^{\mathrm{c}} \mathrm{D}^{\alpha} \mathrm{y}(\mathrm{t})=\mathrm{f}(\mathrm{t}, \mathrm{y}(\mathrm{t})), \quad \mathrm{t} \in[0, \mathrm{~T}], \quad 1<\alpha \leq 2 \\
& \mathrm{y}(0)+\mathrm{y}^{\prime}(0)=\int_{0}^{T} g(s, y(s)) d s, \\
& \mathrm{y}(\mathrm{~T})+\mathrm{y}^{\prime}(\mathrm{T})=\int_{0}^{T} h(s, y(s)) d s,
\end{aligned}
$$

Here, $f, g$ and $h:[0, T] \times E \rightarrow E$ are given functions that satisfy suitable assumptions and $E$ is a Banach space. By means of the technique associated with measures of non-compactness and the fixed-point theorem of Monch type, it is proved the existence of solutions of the problem.

In [12], investigated a boundary value problem of first order fractional differential equations with RiemannLiouville integral boundary conditions of different order given by

$$
\begin{aligned}
{ }^{c} D_{0+}^{\alpha} u(t) & =f(t, u(t), v(t)), \quad t \in[0,1], \\
{ }^{c} D_{0+}^{\beta} v(t) & =g(t, u(t), v(t)), \quad t \in[0,1], \\
u(0)=\gamma I^{p} u(\delta) & =\gamma \int_{0}^{\delta} \frac{(\delta-s)^{p-1}}{\Gamma(p)} u(s) d s, 0<\delta \\
& <1 \\
v(0)=\sigma I^{q} v(\varepsilon) & =\sigma \int_{0}^{\varepsilon} \frac{(\varepsilon-s)^{q-1}}{\Gamma(q)} v(s) d s, \quad 0<\varepsilon \\
& <1
\end{aligned}
$$

where ${ }^{c} D_{0+}^{\alpha},{ }^{c} D_{0+}^{\beta}$, denote the Caputo fractional derivatives, $1<\alpha, \beta \leq 2, f, g \in C([0,1] \times$ $R^{2}, R^{1}$, and $p, q, \gamma, \sigma \in R$.

In this paper, we consider the fractional integrodifferential equation
$\left.\begin{array}{l}{ }^{c} D_{0+}^{\alpha} x(t)=f\left(t, \beta(\tau, \alpha), x(t), \int_{0}^{\omega(t)} K(t, s)(x(s)-y(s)) d s\right) \\ { }^{c} D_{0+}^{\gamma} y(t)=g\left(t, \beta(\tau, \gamma), y(t), \int_{0}^{\varphi(t)} R(t, s)(x(s)-y(s)) d s\right)\end{array}\right\}$
with non-separated integral coupled boundary conditions
$a x(0)+b x(T)=\int_{0}^{T} h_{1}(y(s)) d s$, with $\left.a+b \neq 0\right\}$
$c y(0)+d y(T)=\int_{0}^{T} h_{2}(x(s)) d s$, with $\left.c+d \neq 0\right\}$
for all $t \in[0, T], a, b, c, d \in R^{1}$ where ${ }^{c} D_{0+}^{\alpha},{ }^{c} D_{0+}^{\gamma}$,
denote the Caputo fractional derivatives, $0<\alpha, \gamma \leq 1$, also $\beta(\tau, \alpha)$ and $\beta(\tau, \gamma)$ are said to be special functions provided that (Beta function).

## 2. PRELIMINARIES

Let us introduce the space $X=\{x(t) \mid x(t) \in C[0, T]\}$ endowed with the norm $\|x\|=\max \{|x(t)| ; t \in[0, T]\}$ obviously, $(\mathrm{x},\|\|$.$) is a Banach space. Also \operatorname{let} Y=$ $\{y(t) \mid y(t) \in C[0, T]\}$ endowed with the norm $\|y\|=\max \{|y(t)| ; t \in[0, T]\}$. The product space $((X \times Y),\|(x, y)\|$ is also Banach space with the norm $\|(x, y)\|=\|x\|+\|y\|$.
Now, we call some basic useful definitions and fundamental facts of fractional calculus

Definition 2.1 [9] For a function $f$ given on the interval $[\mathrm{a}, \mathrm{b}]$, the Caputo fractional order derivative of $f$ is defined by
${ }_{0}^{t} D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} f^{(n)}(s) d s$
wheren $=[\alpha]+1$ and $[\alpha]$ denotes the integer part of $\alpha$, and $\Gamma$ (.) denotes the Gamma function,
i.e., $\Gamma(\mathrm{z})=\int_{0}^{\infty} \mathrm{e}^{-\mathrm{t}} \mathrm{t}^{\mathrm{z}-1} \mathrm{dt}$.

Definition 2.2[9]Let $f$ be a function which is defined almost everywhere (a.e) on [a, b], for $\alpha>0$, we define
${ }_{a}^{b} D^{-\alpha} f=\frac{1}{\Gamma(\alpha)} \int_{a}^{b}(b-t)^{\alpha-1} f(t) d t$
provided that the integral (Lebesgue) exists.
Lemma 2.3[9] Let $\alpha>0$. Then the differential equation ${ }_{0}^{t} D^{\alpha} f(t)=0$ has solution

$$
\begin{equation*}
\mathrm{f}(\mathrm{t})=\mathrm{c}_{0}+\mathrm{c}_{1} \mathrm{t}+\mathrm{c}_{2} \mathrm{t}^{2}+\cdots+\mathrm{c}_{\mathrm{n}-1} \mathrm{t}^{\mathrm{n}-1} \tag{2.3}
\end{equation*}
$$

$, c_{i} \in R, i=0,1,2, . . n-1$,
and

$$
\begin{aligned}
I^{\alpha} D^{\alpha} \mathrm{f}(\mathrm{t})=\mathrm{f}(\mathrm{t}) & +\mathrm{c}_{0}+\mathrm{c}_{1} \mathrm{t}+\mathrm{c}_{2} \mathrm{t}^{2}+\cdots \\
& +\mathrm{c}_{\mathrm{n}-1} \mathrm{t}^{\mathrm{n}-1}
\end{aligned}
$$

for some $c_{i} \in R, i=0,1,2, \ldots n-1, n=[\alpha]+1$.

Lemma 2.4 [6](Leray-Schauder alternative ) Let $\mathrm{F}: \mathrm{E} \rightarrow$ Ebe a completely continuous operator (i.e., a map that restricted to any bounded set in E is compact). Let
$\xi(F)=\{x \in E: x=\lambda F(x)$ for some $0<\lambda<1\}$

Then either the set $\xi(\mathrm{F})$ is unbounded, or F has at least one fixed point.
Theorem 2.5[6]((Banach fixed point theorem)
Let $E$ be a Banach space. If $T$ is a contraction mapping on $E$, then $T$ has one and only one fixed point in $E$.

Suppose that the functions $f, g \in C([0, T] \times \Omega \times$ $\left.D_{1}, D_{2}, R\right), \Omega=(0, \mathrm{~T}] \times(0,1], D_{1}$ and $D_{2} \quad$ are compact subset of , also $\omega, \varphi, h_{1}$ and $h_{2}$ are continuous functions on $[0, T]$ and satisfy the following hypotheses:
$\mathrm{H}_{1}$ : There exist positive constants
$k_{0}, k_{1}, k_{2}, l_{0}, l_{1}, l_{2}, M_{\beta \alpha}$ and $M_{\beta \gamma}$ such that
$\left\|f\left(t, \beta(\tau, \alpha), x_{1}, u_{1}\right)-f\left(t, \beta(\tau, \alpha), x_{2}, u_{2}\right)\right\|$

$$
\begin{equation*}
\leq M_{\beta \alpha}\left(k_{1}\left\|x_{1}-x_{2}\right\|+k_{2}\left\|u_{1}-u_{2}\right\|\right) \tag{2.6}
\end{equation*}
$$

$\left\|g\left(t, \beta(\tau, \gamma), y_{1}, v_{1}\right)-g\left(t, \beta(\tau, \alpha), y_{2}, v_{2}\right)\right\|$

$$
\begin{equation*}
\leq M_{\beta \gamma}\left(k_{1}\left\|y_{1}-y_{2}\right\|+k_{2}\left\|v_{1}-v_{2}\right\|\right) \tag{2.7}
\end{equation*}
$$

where $M_{\beta \alpha}=\max _{\tau \in(0, T]} \frac{1}{\beta(\tau, \alpha)}, M_{\beta \gamma}=\max _{\tau \in(0, T]} \frac{1}{\beta(\tau, \gamma)}$,
$k_{0}=\max _{t \in[0, T]}|f(t, \beta(\tau, \alpha), 0,0)|$ and
$l_{0}=\max _{t \in[0, T]}|g(t, \beta(\tau, \gamma), 0,0)|$ for all $\in[0, T], \tau \in$
$(0, T], x_{1}, x_{2}, y_{1}, y_{2} \in D_{1}$ and $u_{1}, u_{2}, v_{1}, v_{2} \in D_{2}$.
$\mathrm{H}_{2}$ : There exist positive constants $p_{0}, p_{1}, q_{0}$ and $q_{1}$ such that
$\left\|h_{1}\left(y_{1}\right)-h_{1}\left(y_{1}\right)\right\| \leq p_{1}\left\|y_{1}-y_{2}\right\|$
$\left\|h_{2}\left(x_{1}\right)-h_{2}\left(x_{2}\right)\right\| \leq q_{1}\left\|x_{1}-x_{2}\right\|$
$p_{0}=\max _{t \in[0, T]}\left|h_{1}(0)\right|$ and $q_{0}=\max _{t \in[0, T]}\left|h_{2}(0)\right|$ for all
$t \in[0, T], \tau \in(0, T], x_{1}, x_{2}, y_{1}, y_{2} \in D_{1}$.
$\mathrm{H}_{3}$ : The functions $K(t, s)$ and $R(t, s)$ satisfy the following conditions, there exist positive constants Ks and Rs such that

$$
\left.\begin{array}{l}
\int_{0}^{\omega(t)}\|K(t, s)\| d s \leq K s  \tag{2.10}\\
\int_{0}^{\gamma(t)}\|R(t, s)\| d s \leq R s \\
\text { for all } \mathrm{s}, t \in[0, T]
\end{array}\right\} \ldots
$$

To define the solution of the boundary value problem (1.1) and (1.2), we need the following lemma

Lemma 2.6Let the functions $f, g \in C([0, T] \times \Omega \times$ $\left.D_{1}, D_{2}, R\right)$ be continuous functions, then the solution of the fractional integro-differential equation (1.1) with boundary condition (1.2) is the follows

$$
\begin{align*}
& x(t)=\frac{1}{a+b} \int_{0}^{T} h_{1}(y(s)) d s-\frac{b}{a+b} \frac{1}{\Gamma(\alpha)} \\
& \int_{0}^{T}(T-s)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
& \quad-y(\mu)) d \mu) d s \tag{2.11}
\end{align*}
$$

and

$$
\begin{align*}
& y(t)=\frac{1}{c+d} \int_{0}^{T} h_{2}(x(s)) d s-\frac{d}{c+d} \frac{1}{\Gamma(\gamma)} \\
& \int_{0}^{T}(T-s)^{\gamma-1} f\left(s, \beta(\tau, \gamma), y(s), \int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s \\
& +\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} f\left(s, \beta(\tau, \gamma), y(s), \int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)\right. \\
& \quad-y(\mu)) d \mu) d s \tag{2.12}
\end{align*}
$$

Proof: By Lemma 2.3, we reduce the problem (1.1) and (1.2) to an equivalent integral equation
$x(\mathrm{t})={ }_{0}^{t} I^{\alpha} \mathrm{f}(\mathrm{t})+\mathrm{c}_{0}$ and $y(\mathrm{t})={ }_{0}^{t} I^{\gamma} \mathrm{g}(\mathrm{t})+\mathrm{c}_{1}$

$$
\begin{gather*}
x(\mathrm{t})=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s, \beta(\tau, \alpha), x(s)  \tag{2.13}\\
\left.\int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s+\mathrm{c}_{0}
\end{gather*}
$$

and

$$
\begin{gathered}
y(\mathrm{t})=\frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} f(s, \beta(\tau, \gamma), y(s), d s \\
\left.\int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s+\mathrm{c}_{1}
\end{gathered}
$$

Applying the boundary condition (1.2), we find that

$$
\begin{aligned}
& \mathrm{c}_{0}=\frac{1}{a+b} \int_{0}^{T} h_{1}(y(s)) d s-\frac{b}{a+b} \frac{1}{\Gamma(\alpha)} \\
& \int_{0}^{T}(T-s)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
& \quad-y(\mu)) d \mu) d s
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{c}_{1}=\frac{1}{c+d} \int_{0}^{T} h_{2}(x(s)) d s-\frac{d}{c+d} \frac{1}{\Gamma(\gamma)} \\
& \int_{0}^{T}(T-s)^{\gamma-1} f\left(s, \beta(\tau, \gamma), y(s), \int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)\right. \\
& \quad-y(\mu)) d \mu) d s
\end{aligned}
$$

Substitute $c_{0}$ and $c_{1}$ in (2.13), we get the solutions (2.11) and (2.12).

## 3. MAIN RESULTS

First, we define the operator $T_{f g}: X \times Y \rightarrow X \times Y$ by
$T_{f g}(x, y)(t)=\binom{T_{1}(x, y)(t)}{T_{2}(x, y)(t)}=$
$\left(\begin{array}{c}\frac{1}{a+b} \int_{0}^{T} h_{1}(y(s)) d s-\frac{b}{a+b} \frac{1}{\Gamma(\alpha)} \\ \int_{0}^{T}(T-s)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s+ \\ \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s \\ \frac{1}{c+d} \int_{0}^{T} h_{2}(x(s)) d s-\frac{d}{c+d} \frac{1}{\Gamma(\gamma)} \\ \int_{0}^{T}(T-s)^{\gamma-1} f\left(s, \beta(\tau, \gamma), y(s), \int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s+ \\ \frac{1}{\Gamma(\gamma)} \int_{0}^{t}(t-s)^{\gamma-1} f\left(s, \beta(\tau, \gamma), y(s), \int_{0}^{\varphi(s)} R(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s\end{array}\right)$

Theorem 3.1 Assume that the functions $f, g \in$ $C\left([0, T] \times \Omega \times D_{1}, D_{2}, R\right)$ be continuous functions and satisfy $\mathrm{H}_{1}, \mathrm{H}_{2}, \mathrm{H}_{3}$ and
$\mathrm{H}_{4}:$ Let $\Omega_{x y} \subset X \times Y$ be bounded, there exist positive constants $M, L, P$ and $Q$ such that
$\|f(t, \beta(\tau, \alpha), x, u)\| \leq M_{\beta \alpha} M$,
$\|f(t, \beta(\tau, \alpha), y, z)\| \leq M_{\beta \gamma} L$
and
$\left\|h_{1}(y)\right\| \leq P,\left\|h_{2}(x)\right\| \leq Q$
where

$$
\begin{array}{r}
M_{s}=\min \left\{1-M_{1} m_{2}+m_{3}+M_{3} M_{\beta \gamma} l_{2} R_{s}\right. \\
\left.1-M_{3} m_{4}+m_{1}+M_{1} M_{\beta \alpha} k_{2} K_{s}\right\}
\end{array}
$$

Then the boundary value problems (1.1) and (1.2) has at least one solution.

Proof: First, we show that the operator $T_{f g}: X \times Y \rightarrow$ $X \times Y$ is completely continuous, by continuity of the functions $f, g, h_{1}, h_{2}, \omega$ and $\varphi$, then the operator $T_{f g}$ is continuous.

Let $\Omega_{x y} \subset X \times Y$ be bounded, there exist a positive constants $M$ and $L$ such that
$\|f(t, \beta(\tau, \alpha), x, u)\| \leq M_{\beta \alpha} M$,
$\|f(t, \beta(\tau, \alpha), y, z)\| \leq M_{\beta \gamma} L$
and
$\left\|h_{1}(y)\right\| \leq P,\left\|h_{2}(x)\right\| \leq Q$
Then for any $(x, y) \in \Omega_{x y}$, we have

$$
\begin{aligned}
& \left\|T_{1}(x, y)(t)\right\| \leq \frac{1}{|a+b|} \int_{0}^{T}\left\|h_{1}(y(s))\right\| d s \\
& \quad+\frac{b}{|a+b| \Gamma(\alpha)} \int_{0}^{T}(T-s)^{\alpha-1} \\
& \left\|f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right)\right\| d s+\frac{1}{\Gamma(\alpha)} \\
& \begin{array}{l}
\int_{0}^{t}(t-s)^{\alpha-1} \| f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
\quad-y(\mu)) d \mu) \| d s
\end{array}
\end{aligned}
$$

So that

$$
\begin{aligned}
\left\|T_{1}(x, y)(t)\right\| & \leq \frac{T P}{|a+b|}+\left(\frac{|b|}{|a+b|}+1\right) \frac{T^{\alpha} M_{\beta \alpha} M}{\Gamma(\alpha+1)} \\
& \leq \frac{T P}{|a+b|}+M_{\beta \alpha} M M_{1}
\end{aligned}
$$

Similarly, we get

$$
\begin{aligned}
\left\|T_{2}(x, y)(t)\right\| & \leq \frac{T Q}{|c+d|}+\left(\frac{|d|}{|c+d|}+1\right) \frac{T^{\gamma} M_{\beta \gamma} L}{\Gamma(\gamma+1)} \\
& \leq \frac{T Q}{|c+d|}+M_{\beta \gamma} L M_{3}
\end{aligned}
$$

Thus, it follows from the above inequalities that that operator $T_{f g}$ is uniformly bounded.
Next, we show that $T_{f g}$ is equicontinuous, let
$0 \leq t_{1} \leq t_{2} \leq T$, then we have
$\left\|T_{1}\left(x\left(t_{2}\right), y\left(t_{2}\right)\right)-T_{1}\left(x\left(t_{1}\right), y\left(t_{1}\right)\right)\right\| \leq$
$\| \frac{1}{\Gamma(\alpha)} \int_{0}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)\right.$
$(x(\mu)-y(\mu)) d \mu) d s-\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1}$
$f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) d s \|$
$\leq \frac{M_{\beta \alpha} M}{\Gamma(\alpha)}\left(\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s\right)$
$\leq \frac{M_{\beta \alpha} M}{\Gamma(\alpha+1)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right)$
Also, we have
$\left\|T_{2}\left(x\left(t_{2}\right), y\left(t_{2}\right)\right)-T_{2}\left(x\left(t_{1}\right), y\left(t_{1}\right)\right)\right\|$
$\leq \frac{M_{\beta \gamma} L}{\Gamma(\gamma)}\left(\int_{0}^{t_{1}}\left(\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right) d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} d s\right)$
$\leq \frac{M_{\beta \gamma} L}{\Gamma(\gamma+1)}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right)$
Therefore the operator $T_{f g}(x, y)$ is completely continuous, as a consequence of steps together with Arzela-Ascoli theorem, we find that the operator $T_{f g}(x, y)$ is equicontinuous. Finally, it will be verified that the set

$$
\begin{aligned}
\xi\left(T_{f g}\right)=\{(x, y) & \in X \times Y \mid(x, y) \\
& =\lambda T_{f g}(x, y) \text { for some } 0<\lambda \\
& <1\}
\end{aligned}
$$

is bounded, let $(x, y) \in \xi\left(T_{f g}\right)$ then $(x, y)=$ $\lambda T_{f g}(x, y)$, for any $t \in[0, T]$, we have
$x(t)=\lambda T_{1}(x, y)_{(t)}$ and $y(t)=\lambda T_{2}(x, y)_{(t)}$, so that
$\|x(t)\| \leq \frac{T\left(p_{1}\|y(t)\|+p_{0}\right)}{|a+b|}+\frac{T^{\alpha}}{\Gamma(\alpha+1)}\left(\frac{|b|}{|a+b|}+1\right)$
$\left(M_{\beta \alpha}\left(k_{1}\|x(t)\|+k_{2} K_{s}(\|x(t)\|+\|y(t)\|)\right)+k_{0}\right)$
$\leq M_{1} m_{2}\|x(t)\|+\left(m_{1}+M_{1} M_{\beta \alpha} k_{2} K_{s}\right)\|y(t)\|+M_{1} k_{0}$
$+\frac{T p_{0}}{|a+b|}$
and

$$
\begin{aligned}
& \|y(t)\| \leq \frac{T\left(q_{1}\|x(t)\|+q_{0}\right)}{|c+d|}+\frac{T^{\gamma}}{\Gamma(\gamma+1)}\left(\frac{|d|}{|c+d|}+1\right) \\
& \left(M_{\beta \gamma}\left(l_{1}\|y(t)\|+l_{2} R_{s}(\|x(t)\|+\|y(t)\|)\right)+l_{0}\right) \\
& \leq\left(m_{3}+M_{3} M_{\beta \gamma} l_{2} R_{s}\right)\|x(t)\|+M_{3} m_{4}\|y(t)\|+M_{3} l_{0} \\
& \quad+\frac{T q_{0}}{|c+d|}
\end{aligned}
$$

which implies

$$
\begin{aligned}
\|x(t)\|+\|y(t)\| & \leq\left(M_{1} m_{2}+m_{3}\right. \\
& \left.+M_{3} M_{\beta \gamma} l_{2} R_{s}\right)\|x(t)\| \\
+ & \left(M_{3} m_{4}+m_{1}+M_{1} M_{\beta \alpha} k_{2} K_{s}\right)\|y(t)\|+M_{1} k_{0} \\
+ & M_{3} l_{0}+\frac{T p_{0}}{|a+b|}+\frac{T q_{0}}{|c+d|}
\end{aligned}
$$

Consequently
$\|x(t)\|+\|y(t)\| \leq$
$\frac{T\left(\frac{p_{0}}{|a+b|}+\frac{q_{0}}{|c+a|}\right)+M_{1} k_{0}+M_{3} l_{0}}{M_{S}}$
which proves that $\xi\left(T_{f g}\right)$ is bounded, thus by lemma 2.4 , the operator $T_{f g}$ has at least one fixed point. Hence the boundary value problem (1.1) and (1.2) has at least one solution.

Theorem 3.2 Assume that the functions $f, g \in$ $C\left([0, T] \times \Omega \times D_{1}, D_{2}, R\right)$ be continuous functions and satisfy $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$. In addition assume that
$\left(m_{1}+m_{2} M_{1}\right)+\left(m_{3}+m_{4} M_{3}\right)<1$
where

$$
\left.\begin{array}{c}
m_{1}=\frac{T p_{1}}{|a+b|}, m_{2}=M_{\beta \alpha}\left(k_{1}+k_{2} K_{s}\right), m_{3}=\frac{T q_{1}}{|c+d|}, \\
m_{4}=M_{\beta \gamma}\left(l_{1}+l_{2} R_{s}\right), M_{1}=\frac{T^{\alpha}}{\Gamma(\alpha+1)}\left(\frac{|b|}{|a+b|}+1\right) \\
\text { and } M_{3}=\frac{T^{\gamma}}{\Gamma(\gamma+1)}\left(\frac{|d|}{|c+d|}+1\right) \tag{2.15}
\end{array}\right\}
$$

Then the fractional integro-differential equations (1.1) with boundary conditions (1.2) has a unique solution.

Proof. Since $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$ are satisfy and we have
$r \geq \frac{\frac{T p_{0}}{|a+b|}+M_{1} k_{0}+\frac{T q_{0}}{|c+d|}+M_{3} l_{0}}{1-\left[M_{1} m_{2}+m_{1}+M_{3} m_{4}+m_{3}\right]}$
First, we show that $T_{f g} B_{r} \subset B_{r}$, where

$$
\left.B_{r}=\{(x, y) \in X \times Y:\|(x, y)\| \leq r)\right\}
$$

For $(x, y) \in B_{r}$, we have

$$
\begin{aligned}
& \left|T_{1}(x, y)(t)\right| \leq \frac{1}{|a+b|} \int_{0}^{T}\left|h_{1}(y(s))\right| d s+\frac{b}{|a+b| \Gamma(\alpha)} \\
& \int_{0}^{T}(T-s)^{\alpha-1} \mid f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
& -y(\mu)) d \mu) \mid d s \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \right\rvert\, f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
& -y(\mu)) d \mu) \mid d s \\
& \leq \frac{1}{|a+b|} \int_{0}^{T}\left|h_{1}(y(s))\right| d s+\frac{b}{|a+b| \Gamma(\alpha)} \int_{0}^{T}(T-s)^{\alpha-1} \\
& \mid f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)-y(\mu)) d \mu\right) \\
& -f(s, \beta(\tau, \alpha), 0,0) \\
& +f(s, \beta(\tau, \alpha), 0,0) \left\lvert\, d s+\frac{1}{\Gamma(\alpha)}\right. \\
& \int_{0}^{t}(t-s)^{\alpha-1} \mid f\left(s, \beta(\tau, \alpha), x(s), \int_{0}^{\omega(s)} K(s, \mu)(x(\mu)\right. \\
& -y(\mu)) d \mu)-f(s, \beta(\tau, \alpha), 0,0) \\
& +f(s, \beta(\tau, \alpha), 0,0) \mid d s
\end{aligned}
$$

So that

$$
\begin{aligned}
& \left|T_{1}(x, y)(t)\right| \leq \frac{T}{|a+b|}\left(p_{1}\|y(t)\|+p_{0}\right) \\
& +\frac{|b| T^{\alpha}}{|a+b| \Gamma(\alpha+1)} \times \\
& \left(M_{\beta \alpha}\left(k_{1}\|x(t)\|+k_{2} K_{s}(\|x(t)\|+\|y(t)\|)\right)+k_{0}\right) \\
& +\frac{T^{\alpha}}{\Gamma(\alpha+1)} \times \\
& \left(M_{\beta \alpha}\left(k_{1}\|x(t)\|+k_{2} K_{s}(\|x(t)\|+\|y(t)\|)\right)+k_{0}\right)
\end{aligned}
$$

From (2.15), we can get

$$
\begin{aligned}
& \left|T_{1}(x, y)(t)\right| \leq\left(\frac{T p_{1}}{|a+b|} r+\frac{T p_{0}}{|a+b|}\right) \\
& \quad+\frac{T^{\alpha}}{\Gamma(\alpha+1)}\left(\frac{|b|}{|a+b|}+1\right)\left(M_{\beta \alpha}\left(k_{1}+k_{2} K_{s}\right) r+k_{0}\right) \\
& \quad \leq\left(m_{1} r+\frac{T p_{0}}{|a+b|}\right)+M_{1}\left(m_{2} r+k_{0}\right)
\end{aligned}
$$

In the same way, we can obtain that
$\left|T_{2}(x, y)(t)\right| \leq\left(\frac{T q_{1}}{|a+b|} r+\frac{T q_{0}}{|c+d|}\right)$
$+\frac{T^{\gamma}}{\Gamma(\gamma+1)}\left(\frac{|d|}{|c+d|}+1\right)\left(M_{\beta \gamma}\left(l_{1}+l_{2} R_{s}\right) r+l_{0}\right)$

$$
\leq\left(m_{3} r+\frac{T q_{0}}{|c+d|}\right)+M_{3}\left(m_{4} r+l_{0}\right)
$$

Consequently,

$$
\begin{array}{r}
\left|T_{f g}(x, y)(t)\right| \leq\left(m_{1} r+\frac{T p_{0}}{|a+b|}\right)+M_{1}\left(m_{2} r+k_{0}\right) \\
+\left(m_{3} r+\frac{T q_{0}}{|c+d|}\right)+M_{3}\left(m_{4} r+l_{0}\right) \leq r
\end{array}
$$

Now, from $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$ and for any $\mathrm{t} \in[0, T]$, we have

$$
\left\|T_{1}\left(x_{2}, y_{2}\right)_{(t)}-T_{1}\left(x_{1}, y_{1}\right)_{(t)}\right\| \leq
$$

$$
\frac{1}{|a+b|} \int_{0}^{T}\left|h_{1}\left(y_{2}(s)\right)-h_{1}\left(y_{1}(s)\right)\right| d s+
$$

$$
\left.\frac{b}{|a+b| \Gamma(\alpha)} \int_{0}^{T}(T-s)^{\alpha-1} \right\rvert\, f\left(s, \beta(\tau, \alpha), x_{2}(s), \int_{0}^{\omega(s)} K(s, \mu)\right.
$$

$$
\left.\left(x_{2}(\mu)-y_{2}(\mu)\right) d \mu\right)-
$$

$$
f\left(s, \beta(\tau, \alpha), x_{1}(s), \int_{0}^{\omega(s)} K(s, \mu)\left(x_{1}(\mu)-y_{1}(\mu)\right) d \mu\right) \mid d s+
$$

$$
\left.\frac{1}{\Gamma(\alpha)} \int_{0}^{T}(T-s)^{\alpha-1} \right\rvert\, f\left(s, \beta(\tau, \alpha), x_{2}(s)\right.
$$

$$
\left.\int_{0}^{\omega(s)} K(s, \mu)\left(x_{2}(\mu)-y_{2}(\mu)\right) d \mu\right)-
$$

$$
f\left(s, \beta(\tau, \alpha), x_{1}(s), \int_{0}^{\omega(s)} K(s, \mu)\left(x_{1}(\mu)-y_{1}(\mu)\right) d \mu\right) \mid d s
$$

$$
\leq \frac{T p_{1}}{|a+b|}\left\|y_{2}(t)-y_{1}(t)\right\|+\frac{|b|}{|a+b|} \frac{M_{\beta \alpha} T^{\alpha}}{\Gamma(\alpha+1)}
$$

$$
\left(k_{1}\left\|x_{2}(t)-x_{1}(t)\right\|+k_{2} K_{s}\left(\left\|x_{2}(t)-x_{1}(t)\right\|+\right.\right.
$$

$$
\left.\left\|y_{2}(t)-y_{1}(t)\right\|\right)+\frac{M_{\beta \alpha} T^{\alpha}}{\Gamma(\alpha+1)}\left(k_{1}\left\|x_{2}(t)-x_{1}(t)\right\|+\right.
$$

$$
\left.k_{2} K_{s}\left(\left\|x_{2}(t)-x_{1}(t)\right\|+\left\|y_{2}(t)-y_{1}(t)\right\|\right)\right)
$$

$$
\leq \frac{T p_{1}}{|a+b|}\left\|y_{2}(t)-y_{1}(t)\right\|
$$

$$
+\frac{M_{\beta \alpha} T^{\alpha}}{\Gamma(\alpha+1)}\left(\frac{|b|}{|a+b|}+1\right)
$$

$$
\left(\left(k_{1}+k_{2} K_{s}\right)\left\|x_{2}(t)-x_{1}(t)\right\|+\right.
$$

$k_{2} K_{s}\left\|y_{2}(t)-y_{1}(t)\right\|$
From (2.15), we find that

$$
\left\|T_{1}\left(x_{2}, y_{2}\right)_{(t)}-T_{1}\left(x_{1}, y_{1}\right)_{(t)}\right\| \leq M_{1} m_{2}\left\|x_{2}(t)-x_{1}(t)\right\|
$$

$$
+\left(m_{1}+M_{1} k_{2} K_{s}\right)\left\|y_{2}(t)-y_{1}(t)\right\| \quad \ldots(2.16)
$$

Similarly, we get

$$
\begin{align*}
& \left\|T_{2}\left(x_{2}, y_{2}\right)_{(t)}-T_{2}\left(x_{1}, y_{1}\right)_{(t)}\right\| \leq\left(\frac{T q_{1}}{|c+d|}+\frac{M_{\beta \gamma} T^{\gamma}}{\Gamma(\gamma+1)}\right. \\
& \left.\quad\left(\frac{|d|}{|c+d|}+1\right) l_{2} R_{s}\right)\left\|x_{2}(t)-x_{1}(t)\right\|+ \\
& \frac{M_{\beta \gamma} T^{\gamma}}{\Gamma(\gamma+1)}\left(\frac{|d|}{|c+d|}+1\right)\left(l_{1}+l_{2} R_{s}\right)\left\|y_{2}(t)-y_{1}(t)\right\| \\
& \leq\left(m_{3}+M_{3} l_{2} R_{s}\right)\left\|x_{2}(t)-x_{1}(t)\right\|+ \\
& M_{3} m_{4}\left\|y_{2}(t)-y_{1}(t)\right\| \tag{2.17}
\end{align*}
$$

It follows from (2.16) and (2.17) that
$\left\|T_{f g}\left(x_{2}, y_{2}\right)(t)-T_{f g}\left(x_{1}, y_{1}\right)(t)\right\| \leq$
$\left[m_{1}+M_{1}\left(k_{2} K_{s}+m_{2}\right)+m_{3}+M_{3}\left(l_{2} R_{s}+m_{4}\right)\right] \times$
$\left.\left\|x_{2}(t)-x_{1}(t)\right\|+\left\|y_{2}(t)-y_{1}(t)\right\|\right) \quad \ldots(2.18)$
Since

$$
m_{1}+M_{1}\left(k_{2} K_{s}+m_{2}\right)+m_{3}+M_{3}\left(l_{2} R_{s}+m_{4}\right)<1
$$

Therefore, $T_{f g}$ is contraction operator, so by Banach fixed point, which is the unique solution of the boundary value problems (1.1) and (1.2). This completes the proof.

## 4. EXAMPLE

Consider the following system of fractional integrodifferential equation

$$
\left.\begin{array}{c}
{ }^{c} D_{0+}^{0.5} x(t)=\frac{1}{100 \beta(\tau, \alpha)}\left(e^{t}+\sin (x(t))\right. \\
\left.+\int_{0}^{t}(t+s)^{1 / 2}(x(s)-y(s)) d s\right) \quad t \in[0,2] \\
{ }^{c} D_{0+}^{0.5} x(t)=\frac{1}{2 \beta(\tau, \gamma)}\left(\frac{2}{15}+\frac{|y(t)|}{9 e^{t}(1+|y(t)|)},\right.  \tag{4.1}\\
\left.+\frac{1}{50} \int_{0}^{t^{2}}(t+s)^{1 / 3}(x(s)-y(s)) d s\right) \quad t \in[0,2]
\end{array}\right\}
$$

with non-separated integral coupled boundary condition
$20 x(0)+x(2)=\int_{0}^{2} \frac{1}{5(1+|y(s)|)} d s$,
$\left.30 y(0)+y(2)=\int_{0}^{2} \frac{1}{(10+|x(s)|)} d s,\right\}$
where
$\beta(\tau, \alpha)=\beta(\tau, \gamma)=\int_{0}^{\infty} \frac{s^{\tau-1}}{(1+s)^{\tau+0.5}} d s$
means that $M_{\beta \alpha}=\max _{\tau \in(0,2]} \frac{1}{\beta(\tau, \alpha)}=0.75=M_{\beta \gamma}$

Here $T=2, \alpha=\gamma=0.5, a=20, c=30, b=$
$d=1, \omega(t)=t, \varphi(t)=t^{2}$,
$K(t, s)=(t+s)^{\frac{1}{2}}, R(t, s)=(t+s)^{\frac{1}{3}}$,
$h_{1}(y(t))=\frac{1}{5(1+|y(t)|)}, h_{2}(x(t))=\frac{1}{(10+|x(s)|)}$
we obtain that $K_{s}=5.3333, R_{s}=12$,
$k_{1}=k_{2}=0.01, l_{1}=0.0556, l_{2}=0.01$,
$k_{0}=0.0554, \quad l_{0}=0.05, p_{0}=p_{1}=0.2$,
$q_{0}=0.1, q_{1}=0.01, m_{1}=0.019$,
$m_{2}=0.0475, m_{3}=0.00065 m_{4}=0.1317$,
$M_{1}=1.6718, M_{3}=1.6472$
Therefore

$$
\begin{gathered}
m_{1}+M_{1}\left(k_{2} K_{s}+m_{2}\right)+m_{3}+M_{3}\left(l_{2} R_{s}+m_{4}\right) \\
=0.6028<1
\end{gathered}
$$

By Theorem 3.2, the coupled boundary value problem (4.1) and (4.2) has at least one solution.

## 5. CONCLUSION

In this paper, we have investigated the existence results for a system of nonlinear fractional integro-differential equations with coupled non-separated integral boundary conditions (1.1.) and (1.2) by using the Leray-Schauder fixed point theorem and uniqueness results for that system by using the Banach contraction principle and. Finally, we give example to demonstrate our results.
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