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 
ABSTRACT 
As the world’s coronavirus disease 2019 (COVID-19) case 
total and death toll continue to climb, an increasing data 
collection and analysis are providing insights into the 
pandemic. Although outbreaks continue to develop rapidly, 
and researchers' understanding of the virus is increasing, a 
consensus is emerging on certain main aspects of the spread, 
symptoms, and deadliness of the virus. Enormous global data 
distribution on COVID-19 is made available online with a 
combination of global climate data, which creates an opening 
for further analysis to be conducted. To date, the global 
climate change has been studied widely, particularly 
regarding its influences on the distribution of species. This 
reflects the need for an analysis that is best suited to big data 
analysis which offers high performance and efficiency in 
understanding this pandemic issue. The state-of-art in data 
mining and statistics areas show that the adaptation of these 
methods could be the most suitable candidate for this purpose. 
We, therefore, proposed to investigate the influences of the 
global geographical climate towards the COVID-19 spread 
and death using a technique of Artificial Neural Network 
(ANN). It is believed that the proposed study could introduce 
a new suggestive strategy in improving the precaution 
measures, enhancing the new normal living activities, and to 
increase the performance scalability of big data processing 
comprehensively. 
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1. INTRODUCTION 
 
As of 12 March 2020, coronavirus disease 2019 (COVID-19) 
was confirmed in 125,048 people worldwide, with a mortality 
rate of around 3 to 7 percent [1]. By way of the world’s 
COVID-19 case total and death toll continue to climb,an 
increasing data collection and analysis are providing insights 
into the pandemic.Althoughoutbreaks continue to develop 
rapidly, and researchers' understanding of the virus is 
increasing, consensus is emerging on certain main aspects of 
the spread, symptoms, and deadliness of the virus. What are 
 

 

the aspects that influence the virus’s spread? What are the best 
probabilities and what are their relations associated to the 
virus’ spread? 
 
Geographical distribution refers to the way something is 
spread out over a geographic area. The distribution principle 
can be extended to nearly everything on Earth, from animal 
and plant species, to disease infections, weather patterns, and 
man-made structures. The scientific community has been 
looking at the potential impacts of climate change caused by 
greenhouse gases on biodiversity [2]. Global climate change 
has been extensively investigated in this context, especially 
with regard to its effect on the current and potential future 
distribution of species [3]. Moreover, there is a significant 
interest in the impacts of global climate change on other 
biodiversity patterns, particularly in terms of functional 
diversity and phylogenetic[4]. Several recent research, both 
locally [5] and globally [6], have attempted to recognize and 
map future changes in spatial climate variability and to 
understand the consequences to the conservation planning in a 
biogeographic context, whereas this aspect appears to have 
implications for conservation projects due to the direct impact 
on species survivals [7]. 
 
Providentially, enormous global data distribution on 
COVID-19 is made available online with combination of 
global climate data, which creates an opening for further 
analysis to be conducted. This reflects the need for an analysis 
that is best suited to big data analysis which offers high 
performance and efficiency in understanding this pandemic 
issue. The state-of-art in data mining and statistics areas show 
that the adaptation of these methods could be the most suitable 
candidate for this purpose. Statistics and data mining 
techniques are exciting ways to derive information from the 
data [8]. The use of statistics and data mining has recently 
been pursued in several research fields [9], [10]. Data Mining 
is a process that extracts potential, effective, and 
understandable data from massive data in accordance with 
established business objectives [11]. At a shallow level, ituses 
query, recovery and reporting features of the current database 
management system in conjunction with 
multi-dimensionalanalysis and statistical analysis methods,
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Table 1: Descriptive Statistics 

 cases deaths 

HIGH 
TEMPER
ATURE 

LOW 
TEMPER
ATURE 

AVERAGE 
TEMPERA

TURE population 
TOTAL 
CASES 

TOTAL 
DEATH 

PERCENT 
CASES 

POPULATION 

PERCENT 
DEATH 

POPULATION 
N Valid 41 41 41 41 41 41 41 41 41 41 

Missing 0 0 0 0 0 0 0 0 0 0 
Mean 303.85

37 8.5366 81.7756 63.9220 72.8756 111331860.0
732 11519.7805 363.8293 .0094 .0002 

Median 32.000
0 .0000 88.7000 69.1000 79.3000 23816775.00

00 6991.0000 165.0000 .0000 .0000 

Mode .00 .00 66.20a 77.00 83.60a 437479.00a 4651.00a 129.00a .00 .00 

Std. Deviation 579.74
393 

21.186
20 13.83014 14.11557 13.39953 303784756.3

0899 30617.90898 1238.19098 .05739 .00151 

Variance 336103
.028 

448.85
5 191.273 199.249 179.547 92285178165

714976.000 
937456350.3

26 
1533116.89

5 .003 .000 

Skewness 3.010 2.989 -.785 -.836 -.751 4.090 6.376 6.388 6.376 6.366 

Std. Error of 
Skewness .369 .369 .369 .369 .369 .369 .369 .369 .369 .369 

Kurtosis 10.588 8.308 -.341 -.134 -.433 16.218 40.762 40.869 40.757 40.666 

Std. Error of 
Kurtosis .724 .724 .724 .724 .724 .724 .724 .724 .724 .724 

Range 2936.0
0 89.00 52.70 56.10 52.00 1438886297.

00 199544.00 8032.00 .37 .01 

Minimum .00 .00 49.00 24.30 36.90 437479.00 2986.00 61.00 .00 .00 

Maximum 2936.0
0 89.00 101.70 80.40 88.90 1439323776.

00 202530.00 8093.00 .37 .01 

Sum 12458.
00 350.00 3352.80 2620.80 2987.90 4564606263.

00 472311.00 14917.00 .39 .01 

Percent
iles 

25 1.0000 .0000 72.1500 51.1000 60.6500 5478484.000
0 5745.0000 135.5000 .0000 .0000 

50 32.000
0 .0000 88.7000 69.1000 79.3000 23816775.00

00 6991.0000 165.0000 .0000 .0000 

75 280.00
00 4.5000 92.8500 76.0000 84.1000 76896463.50

00 8344.5000 187.0000 .0000 .0000 

 
and performs online analytical processing (OLAP) to obtain 
statistical analysis of the data for decision making [12], [13].  
 
The Artificial Neural Network (ANN) is a network which 
attempts to mimic human brain neuronal functionality.In the 
neural network context, a neuron can be understood as a 
transmitter that interacts with a specific output when 
stimulated with a specific input or set of inputs [14]. The 
power, flexibility and ease of use make it as the preferred tool 
for many predictive data mining applications. Predictive 
neural networks are particularly useful in applications with 
complex underlying mechanism, such as predicting control 
for robot algorithm [15], forecasting of nonlinear time series 
[16], forecasting solar [17], predicting the total annual crude 
oil export [18], and many more. ANN is widely used in 
predictive applications[19], for example, the multilayer 
perceptron (MLP) and radial basis function (RBF) networks, 
are controlled in a way that the sense of the model-predicted 
results can be compared to known target variable values. 

 
 
 
 
 

 
We, therefore, proposed to investigate the influences of the 
global geographical climate towards the COVID-19 spread 
and death using Artificial Neural Network (ANN). The 
employment of Artificial Neural Network (ANN) is expected 
to contribute in understanding the influences of global 
geographical climate as well as finding an effective 
suggestive strategy in handling the COVID-19 spread and 
death in future. It is believed that the proposed study could 
introduce a new suggestive strategy in improving the 
precaution measures, enhancing the new normal living 
activities, and to increase the performance scalability of big 
data processing comprehensively. 
 
2. DATA BACKGROUND 
 
A COVID-19 dataset which includes the number of cases and 
death were collected from the European Centre for Disease 
Prevention and Control(ECDPC), global geographical climate 
data were taken from the Weather Forecast, and population 
data is obtained from the Current World Population. The 
dataset covered the 41 countries in Asia, however, due to 
incomplete data distribution, three countries were excluded 
which are Palestine, Tajikistan and Yemen. The descriptive 
statistics data can be seen in Table 1.  
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3.  RESEARCH METHODS 
 
In this research, the multilayer perceptron model was selected. 
The ANN was performed using SPSS 23. The similar 
approach can be seen in [20] – [23]. Two-layer neural network 
is adapted, with hyperbolic tangent transfer function in the 
first layer andpurelin transfer function at the second layer. 
Trainscg is the training function used in this research, with 
mean squared error (MSE) equals to 0.0 as the criterion 
function. The data are partitioned into three different sets 
which are training (70%),validation (30%) and testing (30%) 
sets. A nonlinear model that contains more than one predictor 
variableneural network is developed. 
 
The theoretical framework comprises of two variables which 
are independent and dependent variablesas demonstrated in 
Table 2. Whereas, Figure 1 illustrates the theoretical 
framework of this research in orderto achieve the main 
objective.  
 

Table 2: Type of Variables 
Variable Description Notation Type 

Dependent Total Death TOTALDEATH Continuous 

 
 
 
 
 
 
 
 
 

Independent 

Daily Cases cases Continuous 

Daily Death death Continuous 

High 
Temperature 

HIGH 
TEMPERATURE 

Continuous 

Low 
Temperature 

LOW 
TEMPERATURE 

Continuous 

Population population Continuous 

% Cases over 
Population 

PERCENT 
CASES 

POPULATION 

Continuous 

%Death over 
Population 

PERCENT 
DEATH 

POPULATION 

Continuous 

Average 
Temperature 

AVERAGE 
TEMPERATURE 

Continuous 

Total Cases TOTALCASES Continuous 

 
 

Dependent Variable 

Y: Total Cases 

Independent Variables 
X1: Daily Cases 
X2: Daily Death 
X3: High Temperature 
X4: Low Temperature 
X5: Population 
X6: % Cases over 
Population 
X7: % Death over 
Population  
X8: Average Temperature 
X9: Total Death 

Figure 1: Theoretical Framework 
 
The neural network model with nine predictor variablesin 
represented in (1). 
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In this research, the general model of the COVID-19 spread 
and death is represented in (2). The final model will include 
only the significant predictors to describe the total mark. 
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(2) 
 
4. RESULTS 
 
The case processing summary is presented in Table 3. Based 
on Table 3, in the preprocessing part, the data were divided 
into two sets; training and testing. The training 
set consist of 75.6 % (31/41) of the overall data, while testing 
sets comprises of 24.39% (10/41) of the overall 
data, N=41. There were no excluded values recorded. 
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Table 3: Case Processing Summary 
 N Percent 
Sample Training 31 75.6% 

Testing 10 24.4% 
Valid 41 100.0% 
Excluded 0  
Total 41  

 
Next, Table 4 tabulates the overall network information.  
 

Table 4: Network Information 
Input 
Layer 

 
 
 
 
 

Covariates 

1 Cases 
2 Death 
3 High Temperature 
4 Low Temperature 
5 Population 
6 % Cases over 

Population 
7 % Death over 

Population 
8 Average Temperature 
9 Total Cases 

Number of Unitsa 9 
Rescaling Method for 
Covariates Standardized 

Hidden 
Layer(s) 

Number of Hidden Layers 1 
Number of Units in Hidden 
Layer 1a 1 

Activation Function Hyperbolic tangent 
Output 
Layer 

Dependent 
Variables 

1 Total Cases 

Number of Units 1 
Rescaling Method for Scale 
Dependents Standardized 

Activation Function Identity 
Error Function Sum of Squares 

a. Excluding the bias unit 

 
The covariates to the network were Cases, Deaths, High 
Temperature, Low Temperature, Population, Percentage of 
Cases over Population, and Percentage of Death over 
Population, Average Temperature, and Total Cases. These 
nine covariates were theinputs nodes in the input layer of the 
network. This network consists of only one hidden layer, with 
one single node.The activation function from input layer to 
hidden layer was hyperbolic tangent. The target of the 
network isCOVID-19 spread and death, where the activation 
function from hidden layer to output layer was identity 
(purelin). Thedefault error function in backpropagation neural 
network was based on sum of squares (SSE). To simplify, the 
configurations of this network was 9-1-1. The network 
architecture can be referred in Figure 2. 

 
Figure 2: Network Architecture 

 
Subsequently, Table 5 depicts the model summary of both 
training and testing sets. For this particular network, the sum 
of squares error fortraining set was 0.045, with relative error 
equals to 0.003. On the other hand, the sum ofsquares error for 
testing sets was 0.036, with relative error equals to 9.527. It 
can be said that in any network, testing set shouldbe the 
reference. The relative error was 9.527 percent which was 
quite low. Therefore, it is firmly believed that the network 
performance is in decent structure. 
 

Table 5: Model Summary 

Training 

Sum of Squares Error .045 
Relative Error .003 
Stopping Rule Used 1 consecutive step(s) 

with no decrease in 
errora 

Training Time 0:00:00.01

Testing 
Sum of Squares Error .036 
Relative Error 9.527 

Dependent Variable: TOTALDEATH 
a. Error computations are based on the testing sample. 

 
Figure 3 and Figure 4 portray the standardized residuals and 
the distribution of standardized residualsrespectively. It is 
found that the top five most essential factors which global 
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geographical climate towards COVID-19 spread and death are 
the total case (100%), percentage of death over population 
(28.2%), population (16.1%), low temperature (10.1%) and 
high temperature (7%) as demonstrated in Table 6, and the 
related figure is shown in Figure 5.  

 

 
Figure 3: Standadized Residuals 

 

 
Figure 4:Distribution of Standardized Residuals 

 
Table 6: Independent Variable Importance 

 Importance Normalized 
Importance 

Cases 0.006 1.0% 
Deaths 0.021 3.8% 

High Temperature 0.039 7.0% 
Low Temperature 0.056 10.1% 

Population 0.090 16.1% 
% Cases over Population 0.019 3.5% 
% Death over Population 0.157 28.2% 

Average Temperature 0.054 9.8% 
Total Cases 0.558 100.0% 

 
 

 
Figure 5:Normalized Importance 

 

5. CONCLUSION 
As a conclusion, the study’s main objective to investigate the 
influences of the global geographical climate towards the 
COVID-19 spread and death using Artificial Neural Network 
(ANN) has been successfully achieved. The configuration of 
thenetwork adapted was 9-1-1, with hyperbolic tangent and 
purelin activation functions in hidden layer and outputlayer 
respectively. It is expected that optimal results can be 
achieved as the network performance is in decent structure.  In 
the near future, several ANN models will becompared in order 
to find the optimal model for the dataset used in this research 
in orderto avoid any over and under fittingproblem.On the 
different note, this study is just a preliminary study phase. The 
dataset and context should be appliedin investigating the 
influences of global geographical climate towards the 
COVID-19 spread and deathat different world continental in 
which the impacts of the global geographical climate could be 
seen comprehensively. 
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