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ABSTRACT 
 
Due to transformation of analog to digital world, huge volume of data 
is generated on daily basis. Millions of users are uploading, 
downloading and searching data on and from Social Media, 
Wikipedia, YouTube, Amazon, Websites etc. It is essential to 
analyze and retrieve significant information from millions of users 
with millions of categories. Hence, this is a challenging task to build 
classifier which will classify huge amount of data with its relevant 
subset of categories. In Recommendation System, the main goal is to 
recommend users based on the available data. However, this 
traditional recommendation system fails to deal with millions of 
items or labels in short time span. Extreme Classification approach 
is the recently introduced research area to tackle large amount of 
data with multi-label environment for the classification. Extreme 
Multi-Label classifier will construct model and predict the relevant 
categories from the large amount of available categories. This paper 
discussed different approaches for large scale Recommendation 
System using Extreme Multi-Label Classification Approach and 
empirical evaluation carried out on three multi-label datasets which 
handles large volume of the data. 
  
Key words: Classification, eXtreme Multi-Label 
Classification (XMLC), Recommendation System, Machine 
Learning, Multi-Label Classification (MLC). 
 
1. INTRODUCTION 
 
Day by day number of users and information are increased 
drastically over internet, so there is a demand to extract and 
recommend relevant information to the users. 
Recommendation systems take advantage of user preferences, 
prioritization features, and recommend items that users 
would like. Basically Recommendation System is categorized 
in to content based recommendation and collaborative 
filtering based recommendation [1, 2, 23, 26]. In content 
based recommendation, mainly user preferences and item 
profiles are used to recommend items. Second approach is 
widely used in Recommendation Systems, in which item 
recommendation is based on user ratings or previous 
experience. This traditional Recommendation Systems are 
fail to deal millions of users with large amount of data.  
 
 

Traditional Recommendation problem could be restructured 
into large scale classification approach which is referred as 
extreme multi-label classification problem. However, 
traditional Multi-Label Classification is used to classify multi 
label data (multiple items), but it fails to deal with millions of 
labels. Extreme Multi-Label Classification approach is used 
to overcome this limitation by selecting subset of items for the 
new instance from large amount of labels. Extreme 
Multi-Label Classification is also known as large scale 
classification approach [3, 4, 5, 7, 21, 24, 25]. 
 
As per the Wikipedia statistics, there are 5.764 million article 
available with average 1500 articles are added daily as of May 
2018 [6]. Here eXtreme Multi-label Classifier (XMC) is used 
to predict subset of most relevant categories for Wikipedia 
article from large volume of categories [3, 4, 5, 8, 21, 27]. 
Same way in website or webpage classification, to recommend 
specific subset of categories such as sports, news, politics, 
business, technology etc. Product recommendation in online 
shopping is also one of the challenging task to recommend set 
of products within short time span. 
 
 

 
 
 
 
 
 

 
 

 
 
 
 

 
 
 
 
 
 

Figure 1:  Extreme Multi-Label Classifier 
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Figure 1 represents Extreme Multi-label classifier for 
recommending data to millions of users with millions of 
categories. 
Extreme Multi-Label Classifier is applicable to a product 
recommendation in e-commerce field, automatically 
recommending phrases from advertisement page, 
recommending set of relevant queries in search engine, 
recommending list of videos to YouTube users, music 
recommendation, article recommendation etc. [3, 4, 8, 22, 23]  
 
In Section 2 basic approaches are mentioned for extreme 
classification where section 3 discuss state of art algorithms 
for large scale classification of Recommendation System. 
Section 4 provides dataset statistics and performance 
measures for Extreme Classification approach. Section 5 
discusses experimental evaluation on three multi-label 
dataset. Section 6 represents current research issues in large 
scale recommendation system. At last conclusion and future 
directions are provided in section 7. 
 
2. EXTREME CLASSIFICATION APPROACHES 
 
Basically classification is categorized into Binary 
Classification, Multi-Class classification and Multi-label 
Classification problem. Binary classification problem deals 
with two class labels and assign one label to each instance. 
Multi-class Classification problem deals with multiple class 
label and it assigns one label to each instance. Where as in 
Multi-Label Classification problem, it assigns multiple labels 
to each instance. In large scale classification problem, 
Multi-label Classification approach fails to handle extreme 
number of features and labels. Extreme Multi-Label 
Classification (or Large-scale Classification) is divided into 
four different approaches such as Linear Classifier, 
Embedding Based Classifier, Tree Based Classifier and Deep 
Learning Based Classifier [3, 4, 5, 8, 11, 12, 13, 21]. 
 
Linear Classification or One-vs-All (OVA) is one of the 
general approach for classification problem. In Linear 
classification, independent binary classifier is applied for 
individual label. Training and Prediction of millions of labels 
with millions of independent classifiers are highly expensive 
and time consuming. It also require large space to store the 
model.  
 
In embedding based approach reduces data from high 
dimensionality into low dimensionality. This approach has 
exploit label co-relations and data sparsity to compress the 
number of labels. During training and prediction phase, 
compression and decompression techniques are applied 
respectively for mapping of high dimensionality to low 
dimensionality [13, 21]. Various compression and 
decompression techniques are available in embedding based 
approach. 

Tree based approach constructs hierarchical structure for 
labels, where all the instances with all the labels are present at 
root node. Then node splitting criteria is applied to generate 
left tree and right tree from the root node. Continue this 
splitting process till the leaf level nodes. Recursively split the 
node until all the leaf nodes contain predefined number of 
labels.  A tree based classifier is applied on leaf node for the 
classification, which gives logarithmic time prediction cost if 
generated tree is balanced. This approach reduces prediction 
time by recursively arranging label based tree or feature based 
tree [3, 4, 21].  
 
Deep learning based approach is also applicable for handling 
large dimensionality of multi label classification problem.  In 
Deep Learning based Extreme Multi-Label (DXML) [8] 
paper, deep neural network is applied on the label graph to 
solve the label embedding task. DXML also enhanced 
classification accuracy by enhancing neural network ability 
through incremental learning approach. Deep Learning based 
approach achieves success to extract automatically large 
number of semantics features and labels from large set of 
instances.  [8, 11, 21, 28].  
 
3. RELATED WORK 
 
Sparse Local Embedding for Extreme classification (SLEEC) 
[13] is the standard embedding based algorithm for extreme 
classification approach. SLEEC maintained label 
co-relationships using pairwise distance among nearest 
labels. In this prediction process, A k-nearest neighbor (kNN) 
classifier was applied by the SLEEC algorithm in which 
nearest neighbors persevered during training. SLEEC can 
efficiently scale data with a million labels that go beyond 
leading embedding methods [13, 21].  
 
Multi-Label Random Forest (MLRF) [3] algorithm is tree 
based classifier that used recommending phrases from web 
pages to bid against search engine queries. It achieves 
logarithmic time prediction in terms of large number of 
labels. The performance of this algorithm was better than 
ranking based techniques and NLP (Natural Language 
Processing) based techniques [3, 21].  This algorithm 
implemented Gini Index's based brute force optimization 
method for partitioning the tree into the left and right subtrees 
[18]. This Gini index or entropy optimization is complicated 
over each feature when there is a large amount of training 
data and labels. FastXML[4] is based on MLRF[3] but uses a 
different optimization technique based on nDCG 
(Normalized Discounted Cumulative Gain). FastXML 
algorithm constructs balanced tree structured classifier that 
performs logarithmic time prediction in milliseconds. It is 
new paradigm in multi-label classification oriented towards 
recommendation system [4, 21]. 
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Cold start Recommendation System using XML (CS-XML) 
[10] has developed a recommendation system for online 
discussion forums where new posts are created every moment, 
as a result Collaborative Filtering (CF) based algorithms 
won't work. CF based recommendation system will not work 
well when data is sparse data means history is not available 
for all user and items. And CF do not work when new user or 
new item problem. Collaborative Variational Auto encoder 
(CVAE) is used to handle cold start problem using Bayesian 
generative model [10]. It is effective compare to most widely 
used recommendation approaches [19].  Collaborative Topic 
Regression (CTR) is used the text data for recommendation 
with probabilistic matrix factorization (PMF) [10, 20]. 
 
XML-CNN [11] is the deep learning based CNN 
(Convolutional Neural Network) for extreme multi-label data. 
It combines CNN and consider multi-label co-occurrence to 
handle large dataset in Extreme Multi-Label Classification. 
This XML-CNN used dynamic max pooling scheme that 
extracts richer information from the text document. 
 
4. DATASET AND PERFORMANCE MEASURE 
 
Data source is available on "The Extreme Classification 
Repository” [17]. Below Table 1 shows data set statistics for 
three different data sets with high dimensionality. Extreme 
classifier performance evaluation is distinct from the 
traditional multi-label classifier. Various loss functions such 
as Precision, Recall, Hamming loss, F-score, and Jaccard 
distance are used in the multi-label classifier to evaluate 
classifier performance [5, 17]. 
 

Table 1: Dataset Statistics 
 

Dataset EUR Lex4K AmazonCat Wiki10 
Feature 

Dimensionality 5000 203882 101938 

Label Dimensionality 3993 13330 30938 

# Train Points 15539 1186239 14146 

# Test Points 3809 306782 6616 

Average Points per 
Label 25.73 448.57 8.52 

Average Labels per 
Point 5.31 5.04 18.64 

 
Precision@k and Recall@k are the standard measures for the 
recommendation problems. nDCG (normalized Dis-counted 
Cumulative Gain) is a normalization of the Discounted 

Cumulative Gain (DCG) measure. nDCG is the measure of 
ranking the document in information retrieval, machine 
learning, and recommendation field. Reciprocal Rank (RR) is 
the measure to calculate rank for the first relevant document. 
When averaged across all queries, the measure is called the 
Mean Reciprocal Rank (MRR) [5, 17]. Table 2 represents 
different measures based on Precision@k and nDCG@k [5].  
 

Table 2: Evaluation Measures for Extreme Classification 
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5. IMPLEMENTATION  
 
Experimental results are taken on three dataset as mentioned 
in Table 2 for benchmark algorithms such as SLEEC, 
FastXML and XML-CNN. The code for the benchmark 
algorithms are collected from “The Extreme Classification 
Repository” [17]. Below Figure 2 and 3 represents 
performance of the three extreme classification algorithms [4, 
11, 13]. 
 
We measured precision@k and nDCG@k as evaluation 
metrics to verify the performance of the three extreme 
classification algorithms. We found from the experimental 
analysis that embedding based approach performs efficiently 
for EURLex-4k (small) dataset. And for high dimensional 
AmazonCat-13k dataset tree based approach and deep 
learning based approach performs comparatively the same. 
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Figure 2: Results of Extreme Multi-Label Classifier using Precision@k Metric [4, 11,13] 

 

 
Figure 3: Results of Extreme Multi-Label Classifier using nDCG@k Metric [4, 11, 13] 

 
6. RESEARCH ISSUES 
 
Rareness 
Rare item or category recommendation is one of the 
challenging issue in large scale classification approach.  
Physical item supply systems are categorized by a shortage of 
resources. Local physical shops have inadequate storage 

space and it can display only a small fraction of the items that 
exist in shop to the customers [2]. But on-line shopping can 
make everything as accessible to the customer. The 
dissimilarity between physical space and online systems was 
called the long tail effect. In long tail phenomenon, physical 
shops have few popular items while on-line companies can 
make everything possible to the customers [1, 2]. 
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In extreme classification approach few of the labels have 
less number of training instances. Hence, it is crucial to 
classify inconsistently or rarely occurring labels compare to 
consistently occurring labels. These inconsistent labels are 

labeled as tail labels, which are challenging to predict but 
sometimes they are informative in few applications compared 
to frequently occurring labels [4, 7, 9, 21]. Figure 4 shows tail 
label occurrences in Wikipedia and Amazon [4, 5]. 

 
Figure 4: Long Tail Distribution [4, 5] 

 
Novelty 
New item or new user prediction is the well-known problem 
in Recommendation approach, which is referred as a 
cold-start problem. This can be possible for new users as well 
as for a new item, which has no any past ratings or history. 
Means there aren’t enough user actions for a particular item 
in cold start problem. Content-based filtering is successfully 
addressing this challenge. It initially uses the metadata of new 
items while creating recommendations, while user’s 
preferences go on the second phase for a specific period of 
time. Collaborative Filtering approach fails to recommend 
newly posted item or newly joined user [1, 2, 10]. Now cold 
start problem is treated as eXtreme Multi-Label 
Classification, where for new item or new user problem, 
extreme classifier will predict subset of users or items 
respectively from large amount of data.  
 
Scalability and Sparsity 
In eXtreme Multi-Label Classification, label space and user 
space both are very large. In this high dimensional 
environment, it is crucial to perform efficient and fast training 
and prediction [4, 5, 7, 24]. Data sparsity problem is occurred 
due to large amount of labels and to extract relevant subset of 
labels from high dimensional environment [11]. 
 
Label synonym and Label polysemy 
In Label synonymy, item or label name is dissimilar but 
meaning of label is same. So in eXtreme Multi-Label 
environment, it is very crucial to predict synonyms of the each 
item or label.  One item or label with multiple meaning is 
referred as Label Polysemy. To extract the meaning of the 
label and find its synonym or polysemy is one of the 
challenging task in eXtreme Classification with millions of 
label. Using label synonym we can build effective 
recommendation system to recommend items to user [15, 16]. 
 

Implicit Ratings  
Basically Collaborative Filtering and Content Based 
Recommendation System are using explicit ratings of the 
users for items. These approaches are fails to handle implicit 
ratings [12]. 
 
Real Time Recommendation 
Traditional Recommendation System is unable to perform 
training and prediction in milliseconds. Collaborative 
Filtering approach worked on Low Rank Assumption which 
have poor prediction in extreme setting [10, 13]. 
 
7. CONCLUSION AND FUTURE WORK 
 
This paper represented different Extreme Multi-label 
Classification approaches to solve large scale 
recommendation problem. Empirical evaluations are 
performed on the three benchmark dataset to the most widely 
used extreme multi-label classifiers, where label space and 
user space both are high-dimensional. Results demonstrated 
that the Recommendation System using Extreme Multi-Label 
Classification strategy is effective for handling large volume 
of the data. Collaborative Filtering based Recommendation 
System worked on low rank assumption which has poor 
performance in extreme environment.   
 
Our future work will plan to model how interest of 
communities are changed over time. Over a long time, not all 
people will remain interested in the same item as their 
experiences change.  Also, in future work will concentrate on 
deep learning based model for the on line event 
Recommendation System. 
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