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ABSTRACT 
 
The COVID-19 pandemic occurred in late 2019, and by the 
beginning of 2020 the entire education system has shifted 
from traditional teaching methods to online learning systems 
around the world. COVID-19 reinforces the need to explore 
online learning and learning opportunities. However, the 
ability of teachers to recognize and see how individual 
students engage in online learning is more challenging. 
Student emotions such as self-esteem, inspiration, dedication, 
and others that are assumed to be determinants of student 
success cannot be overlooked. The main objective of this 
research is to evaluate the emotion of student on e-learning 
during COVID-19 pandemic using a facial recognition 
application. This application able to interpretation of facial 
expressions into extracted emotional states. An image 
processing approach has been implements in 4 types of 
emotion which is happy, normal, sad and surprise. Next the 
image will go through the identifying of emotion type from 
the static frontal face image. It starts with image acquisition, 
grayscale conversion and contrast stretching for image 
pre-processing, Haar Cascade or also known as Viola-Jones 
technique for face detection, face model technique for eye and 
mouth localization, skin-color segmentation technique for 
image segmentation, and Grey-Level Co-Occurrence Matrix 
(GLCM) for feature extraction. The classification for emotion 
type is using SVM Regression. The accuracy percentage of 
emotion classification is calculated. The result showed that 
SVM Regression has a high accuracy rate of 99.16%. A 
real-time application will be developed to identify human face 
emotion instead of static image for future work with 
additional of speech recognition exploration. 
 
Key words : COVID-19 pandemic, e-learning, emotion, 
facial recognition, image processing.  
 
1. INTRODUCTION 
 
Today, the COVID-19 pandemic is pushing educational 
institutions, such as universities, to migrate quickly to 
distance and online learning. This pandemic has forced 
universities around the world to engage in online learning. A 

different and accessible learning solution, such as e-learning 
systems and mobile learning applications, is crucial. Online 
learning is not new to learners or distance learning. However, 
COVID-19 is reinvigorating the need to explore online 
learning and learning possibilities [1]. Variety of approaches 
has been implemented to resolve the spread of infection with 
COVID-19. Social distancing and lock-down initiatives have 
changed human behaviors, as the Internet has played a major 
role in promoting remote learning, e-teaching, online 
networking, gaming, video sharing, and more. The rise of 
digital technologies and learning management systems in 
teaching and assessment has contributed to an alternative for 
educators to be able to use information technology during the 
quarantine period [2].  
 
Numerous latest technologies have been adopted by 
e-learning over the last decade to enhance the efficiency, 
efficiency and attractiveness of e-learning. Internet-based 
technologies are seeking to address existing educational 
needs, closing the gap between conventional education 
approaches and future developments in technology-combined 
education [3]. To this end, a number of advanced e-learning 
systems lack functionalities such as instructional interactive 
environments, customized features, and learning data 
monitoring and relevance feedback [4]. Emotions are a key 
component of effective learning and problem-solving, 
particularly when it comes to engaging with computer-based 
learning environments [5]. In this research, a medium to 
improve effectiveness of e-learning during COVID-19 
pandemic has been developed. The aim to obtain an accuracy 
of student emotion estimation by implements the facial 
recognition has been done. 
 
Human easily change their facial emotion because of 
surrounding environment. Based on Paul Ekman in 20th 
century, he identified six basic emotions which are anger, 
disgust, fear, happy, sad and surprise [6]. Human emotion 
usually changes based on its surrounding and different 
actions will be taken in different situation. One of the most 
important components of the modern tertiary education 
system in academic institutions is student’s emotional states 
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towards their lecturer [7]. Therefore, an understanding of the 
nature of emotions, its eliciting conditions, and emotional 
experienced within the academic environment and setting 
context are important [8]. Human researcher throughout the 
world has been trying to find image processing evolution step 
especially in human face detection [9]. 
 
In recent years, researches have made considerable progress 
in developing facial expression classifier. There are some 
works relate with facial expression or emotion. A facial 
expression recognition system has been developed to identify 
the facial image and automate face detection performed by 
using the face detector [10]. However, it is lack in term of 
performance where more classifier is suggested as future 
work. Another related work is automated facial emotion 
analysis system for students in classroom environment [11]. 
This work is to analyze whether the emotion of the students 
with respect to comprehension are indicated through 
expressions of facial action units which are eyes, mouth, 
eyebrows and forehead. However, it is this research unable to 
detect images from different angle. Convolutional neural 
network (CNN) for facial expression recognition task has 
been developed.  
 
Various CNNs for a facial expression recognition problem are 
developed such as shallow model and deep model. The output 
was analyzed using various post-processing and visualization 
techniques. The images of faces are used and Histogram of 
Oriented Gradient (HOG) feature is used for facial expression 
recognition because they are sensitive to edge. However, this 
research not able to detect images with multiple color [12].  
Therefore, a research on student emotion estimation based on 
facial application in E-Learning during has been develop 
where this research focusing on COVID-19 pandemic 
situation. 
 
2. FACIAL APPLICATION FRAMEWORK 
 
Framework in Figure 1 started with image acquisition 
followed by pre-processing image using grayscale conversion 
and contrast stretching. Face detection using Haar Cascade 
method with face model for identifying the localization of 
eyes and mouth region. Skin color segmentation for segment 
the image of eyes and mouth region. Feature extraction using 
Grey-Level Co-Occurrences Matrix (GLCM). Feature 
classification using Support Vector Regression (SVR) 
technique, testing and result.  
 
2.1 Image Acquisition 
 
Image acquisition is the first step of image processing. In this 
phase, the data will be collected. All data were collected from 
online database. There are four different images of human 
face will be collected and use in this research. It consists of 

four (4) types of emotion which surprise, happy, sad or 
normal. The images of human face must be in size 640 x 490 
pixels to get the better result for emotions classification.  
Thirty (30) face images consist of different kind of emotions 
from Extended Cohn Kanade Image Database [13] had been 
collected to be used in training data. All the images used in 
this project are in grayscale format. 
 
2.2 Pre-Image Processing 
 
In this stage, first, the image needs to be converted into 
grayscale that only consist shades from black to white colour 
in the image. Then, face image is going through contrast 
stretching technique using histogram equalization will be 
applied to the image. This will enhance image background 
color and saturation. 

 

 
Figure 1: Facial application framework 

 
Contrast Stretching using Histogram Equalization  
 
Firstly, the face image needs to be converted into grayscale 
format which only consist the shades of black and white. 
Then, the face image will go through contrast stretching by 
increase the dynamic range of histogram is technique of 
histogram equalization which can improve contrast. The 
histogram equalization goal is to acquire a consistent 
histogram. New intensity value assign in each pixel based on 
its earlier intensity level [14]. The histogram equalization 
start with histogram formation where the color of image data 
is collected and represent in the histogram. Next, calculate 
new intensity values for each intensity levels using equation 
in (1). Emotions are a key component of effective learning 
and problem-solving, particularly when it comes to engaging 
with computer-based learning environments [5]. Max. 
Intensity Level is the maximum intensity level which a pixel 
can get. Expression in the bracket is number of pixels that 
have intensity below or equal to output intensity level. Oi 
represent the new intensity value where i is a previous 
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intensity level. Finally, previous intensity values are replaced 
with the new intensity values. Figure 2 shows the 
implementation of contrast stretching on the sample dataset. 

 
           (1) 
 
 

2.3 Face Detection 
 
The existence of features in an image will be detected by Haar 
features. Increasing function produces a single value obtained 
by subtracting the number of pixels in a white rectangle from 
the number of pixels in a black rectangle [15]. Haar-like 
features work by scanning the image starting from upper left 
corner until lower right corner of the image. The scanning 
process is done a few times for detecting the human face. The 
concept of basic image is used for calculating the features in 
rectangular form in faster way. For the calculation the number  
 

 
Figure 2: Contrast Stretching technique on the image 

 
 

 
 

Figure 3: Face area detection using Haar features 
 
of pixels in given rectangle, four values are needed for each 
rectangular corner. Pixels value (x,y) in the basic image is the 
number of above pixels and on the left (x,y). Figure 3 shows 
the implementation of Haar features where the area region of 
the face is detected and highlighted with a red box. Then, the 
detected area is cropped and divided into two segments. One 
is grayscale image and another one is binary image which 
consist of black and white color only. The purpose of this 

process is to make the cropping region of the eyes and mouth 
region more accurate. It can be achieved by highlighting the 
important area to be analyzed and ignore the other area. 
 
2.4 Eye and Mouth Detection 
 
The area of eyes and mouth are cropped using face model 
technique. Face model will calculate the upper right, upper 
left and bottom center of the region that want to be cropped. 
For the eye’s detection, the face width will be calculated. 
Then, Find the middle location of both eyes. The calculation 
of range for middle position is shown in (2): 
 

             (2) 
 

Along the height of the scale, the highest white continuous 
pixel is the middle location of the two eyes. Then, search the 
vertical for finding the starting upper position for two 
eyebrows. The calculation for finding the range for left eye is 
shown in (3) and the range for right eye is shown in (4). 
Assume the middle position value is mid.                 
 

(3) 
 

 
(4) 

 
 
Next, place the continuous black pixels vertically from 
eyebrow to the eye to make the eyebrow and eye connected. 
The calculation for the range between for left eye vertical 
black pixel-lines place is shown in (5) and right eye (6). 
Assume that black pixel-lines range value is denoted by bp 
left and bp right. 
 

                                                                                                  
                (5)  

 

 
                       (6) 

 
Then, search black pixel vertically to find the lower position 
of the two eyes. The calculation to find the range of black 
pixel vertically for right eye is same as (7). 
 

                                                                
(7) 

 
Next, find the black pixel horizontally from middle position 
to the starting position of black pixels for finding the right 
side of the left eye between the lower and upper position of left 



  Nurbaity Sabri  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 576  - 582 

579 
 

 

eye. For the left side of the eye, search the middle position to 
the starting position of black pixels between the lower and 
upper position of right eye. The starting width of the image is 
the left side of the left eye and the ending width of the image is 
the right side of the right eye. Lastly, cut the upper position, 
lower position, left side and right side of the two eyes from the 
image.    
 
For the region of the mouth, first, determine the distance 
between forehead and eyes. The value of position of the right 
eye and left eye calculated based on (5) and (6) are used to 
determine the box area of the mouth. In the case of the mouth  
region, the starting point is at 1/4 of the left eye box and the 
end point is at 3/4 of the right eye box. Figure 4 shows the 
result of eyes and mouth region box that being cropped from 

the face area. 
 
2.5 Feature Extraction 
 
The black and white image of eyes and mouth regions are 
trained using Grey-Level Co-Occurrence Matrix (GLCM) for 
texture analysis. The value of contrast, energy and 
homogeneity are calculated from GLCM for training data is 
shown in Figure 5. 
 

 
 

Figure 5: GLCM features extraction from mouth and eyes images 
 
 
 

2.6 Feature Classification 
 
In classification stage, Support Vector Machine (SVM) and 
Support Vector Regression (SVR) are used for emotion 
classification. SVM is the best method in image and pattern 
classification. SVM is a prediction and classification tool that 
use theory of machine learning. This is to predict accuracy in 
minimize way and avoid over-fit to the data automatically. It 
is a system that use hypothesis space of a linear functions in a 
high dimensional feature space that trained with a learning 
algorithm from theory of optimization [16]. 
 
SVM are the maximal hyperplane classification method 
which depends on statistical learning theory results to ensure 
the high performance of generalization. Some basic theory of 

two-class classification problem of SVM. This to achieve 
isolate two classes by a function which is generate from 
available example. There are many possible linear classifiers 
which can separate data. However, there is only one which 
maximizes the margin. Margin are shown in figure 6. 
 

 
(a)                                                (b) 

 
Figure 6: a) l, m and n are arbitrary hyperplanes 
b) The separating hyperplane with the largest margin [17] 

 

The optimal separating hyperplane (OSH) is called for this 
linear classifier [18]. Naturally, we might expect this 
boundary to generalize well from the other possible 
boundaries shown in Figure 7. 
 

                                         

(a) (b) 
 

Figure 4: Eyes (a) and mouth (b) region box that being cropped from the face area 
 



  Nurbaity Sabri  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 576  - 582 

580 
 

 

 
 

Figure 7:  SVR using RBF kernel [18] 
 
 
Classification is the process of predict and classify image into 
different type of emotions. It also gives accuracy percentage of 
the prediction to the user. Support Vector Regression (SVR) 
is used to predict the value of the emotion label and the name 
of emotion is classified from the range of predicted value. The 
dataset consists of 30 sample of different person’s frontal 
image with four (4) types of emotion which are happy, 
normal, surprise and sad. The total image in the dataset is 
120. The range of value which more than or equal to 0.0 until 
value less than 1.0 will be predicted as happy emotion. Next, 
the range value which more than or equal to 1.0 until value 
less than 1.5 will be predicted as normal emotion. The range 
value more than or equal to 1.5 until value less than 2.0 will 
be predicted as sad emotion. Lastly, the range value more than 
or equal 2.0 until less than 3.0 will be predicted as surprise 
emotion. 

 
3.  EXPERIMENTAL RESULT 
 
The total data in the dataset is 120 images. It consists of 30 
different person’s frontal face image. Each person has 4 
different images of different face expression that show their 
emotion which are happy, normal, surprise and sad emotion. 
All of these images are tested using Support Vector 
Regression (SVR) and Support Vector Machine (SVM). The 
framework used is EncogSVM. After the testing is done, all 
the results of testing will be summarized using a confusion 
matrix for calculating the accuracy of the prediction and 
classification. The testing result of the emotion type 
classification is divided into four which are happy, normal, 
surprise and sad. Thirty (30) images for each type of emotion 
are used for testing and analysis. The images that use in 
training are also use in testing phase. Table 1 shows the result 
of the emotion classification after testing using Support 
Vector Regression (SVR) model and Support Vector Machine 
(SVM). 
 
 
 
 

 
Table 1: Classification Result using SVR and SVM 

 
Machine 
Learnin
g Model  

Emotion 
Type  

Number 
of 
Tested 
Image  

Number 
of Image 
Identified 
Correctly  

Number of 
Image 
Identified 
Incorrectly  

SVR  
 

 
Happy  

 
30  

 
0  

 
0  
 

 
Normal  

 
0  

 
30  

 
0  
 

 
Sad  

 
0  

 
0  

 
29  
 

 
Surprise  

 
0  

 
0  

 
0  
 

SVM  
 

 
Happy  

 
20  

 
6  

 
0  
 

 
Normal  

 
17  

 
7  

 
2  
 

 
Sad  

 
16  

 
6  

 
2  
 

 
Surprise  

 
14  

 
3  

 
2  
 

 
The entire image tested for happy emotion is correct for SVR 
classifier. Followed by sad and surprise emotion. However, 
there is only 1 image is identified incorrectly for sad emotion 
type. Meanwhile for SVM, only 20 images are identified 
correctly for happy emotion while another 10 is incorrect. For 
the normal emotion, the number of identify correctly is 7 and 
23 images are identified incorrectly. Only 2 images are 
identified correctly for sad emotion and other 28 are 
incorrectly identified. The number of images for surprise 
emotion type that identified correctly is 11 and another 19 
images are identified incorrectly. Table 2 shows accuracy 
result being calculated by confusion matrix for face emotion 
type classification. The overall accuracy percentage is 
calculated by the formula in (8). 
 

 
(8) 

 
From the result, the highest accuracy obtained is 99.16% by 
using Support Vector Regression (SVR) while the result 
obtains using Multiclass Support Vector Machine (SVM) is 
33.33%. Support Vector Regression and Support Vector 
Machine share the same goals which are to find a hyperplane 
in the feature space. However, SVM only able to find 
hyperplane that breaks up data into two parts, while SVR can 
find a hyperplane that accurately predict distribution of 
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original data [19]. Therefore, SVR is more accurate to predict 
and classify the type of human emotion based on facial image. 
This shows that the application to identify the type of emotion 
from face image using SVR is acceptably to be used and 
proven that this research achieves its objective. 

 
Table 2: Accuracy Result using SVR and SVM 

 
 
4.  CONCLUSION 
 
This study focuses on the estimation of student emotion based 
on facial application in e-learning during the COVID-19 
pandemic. This research aims to improve current e-learning 
method by identify emotion recognition of student on 
e-learning during pandemic while linking emotion detection 
to adapted learning activities. The classification accuracy 
using SVR shows promising result on identify four (4) types 
of face emotion which is happy, normal, surprise and sad. 
Further development of other human recognition, such as 
speech, will be done in the future to enhance online 
e-learning, especially during the COVID-19 pandemic. 
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