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ABSTRACT 
 
In this paper, a new class of self-scaling Quasi-
Newton method updates for solving unconstrained 
non-linear optimization problem is investigated. The 
general strategy of self-scaling quasi newton is to 
scale hessian approximation matrix before it is 
updated at each iteration. This is to shun huge 
differences in the eigenvalues of the approximated  
Hessian of the objective function. The methods are 
convenient for large scale problems because the 
amount of storage required by the algorithms can be 
controlled by user. In comparison to standard serial 
Quasi-Newton methods, the suggested parallel self-
scaling quasi newton algorithms show noticeable 
improvement in the total number of iterations and 
function/gradient evaluations needed for solving a 
broad extent of test problems.  
 
Key words: Self-Scaling, PCG, SR1 method, quasi-
Newton method, optimization. 
 
1. INTRODUCTION  
This study is launched into analyzing self-scaling 
SR1 method for solving the unconstrained 
minimization problem. 
:(ݔ)݂}݊݅݉ ݔ ∈ ܴ},																																												(1)  
where f is a smooth function of n variables. At each 
j୲୦ , the iteration of the self-scaling method, a 
symmetric and positive definite matrix H୨ is given for 
the search direction to be computed by: 
݀ 	=   (2)																																																		݃,	ܪ	

where g୨ is the gradient evaluated at the current 
iterate x୨. One then computes the next iterate by 
ܺାଵ = ܺ 	+ ߜ ݀	 ,																																								(3)    

Where δ୨ is the step length and which obtained by 
Wolfe line search 
f൫x୨ + δ୨d୨൯ − f൫x୨൯ ≤ σଵδ୨g୨d୨																			(4)  
g൫x୨ + δ୨d୨൯d୨ ≥ σଶg୨d୨																																		(5)   

Where 0 < σଵ < σଶ < 1,which known as weak 
Wolfe condition [6,7]. Several self-scalings have 
been propounded by some scholars like Oren [9] who 
put forward some useful insights. With a self-scaling 
parameter k, this class of updates can be written as 

ାଵܪ = ቆܪ −
ܪ்ݕݕܪ
ݕܪ்ݕ

+ ߶൫ݕ்ܪݕ൯ݒఫഥݒఫഥ்ቇ ߱  

+
ݏ்ݏ
ݏ்ݏ

																																																																					(6) 

Where  
ݏ = ାଵݔ − ݔ ݕ			, = ାଵ൯ݔ൫݂ߘ − ܪ,൯ݔ൫݂ߘ = ,ܫ
݃ =   		൯ݔ൫݂ߘ
vത =

ୱౠ
ୱౠ
୷ౠ

+
ୌౠ୷ౠ
୷ౠ
ୌౠ୷ౠ

  

Oren and Luenberger [8] suggest utilizing the self- 
adjusting values for the parameter 

ω୨ = m
ౠ
ୱౠ

ౠ
ୌౠ୷ౠ

+ (1−m)
ୱౠ
୷ౠ

୷ౠ
ୌౠ୷ౠ

  

And usually the value t = 0 is recommended for the 
update in the convex class. 
To enhance the performance of Qusai- Newton 
update, Biggs proposes to opt  H୨ାଵ to meet the 
following modified equationH୨ାଵy୨ = t୨s୨ where 
t୨ > 0 is a scaling parameter[2]. He showed that a 
modified BFGS could be derived as follows:  
H(୨ାଵ) =

H୨ +
ୌౠ୷ౠୱౠ

ାୱౠ୷ౠ
ୌౠ

ୱౠ
୷ౠ

+

൬ଵ
τౠ

+
୷ౠ
ୌౠ୷ౠ
ୱౠ
୷ౠ

൰
ୱౠ
ୱౠ
ୱౠ
୷ౠ
																																																											(7)  

Where τ୨ = ଵ
୲ౠ

= 
ୱౠ
୷ౠ
൫f൫x୨൯ − f൫x୨ାଵ൯ + s୨g୨ାଵ൯ − 2  

Also, Yang, Xu and Gao [10] made slight 
amendments for self-scaling symmetric rank one 
update with Davidon's optimal condition [3] 
(SHSR1) as follows:-  

H୨ାଵ = ρ୨H୨ +
ቀୱౠିρౠୌౠ୷ෝቁቀୱౠିρౠୌౠ୷ෝቁ



୷ෝౠ
ቀୱౠିρౠୌౠ୷ෝቁ

															(8)        

Where ρ୨ is scaling factor,  
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yො = ൬ଵାθౠ
ୱౠ
୷ౠ
൰y୨, θ୨ = 6൫f୨ − f୨ାଵ൯+ 3൫g୨ + g୨ାଵ൯


s୨ and 

f୨ = f൫x୨൯.    
2. SYMMETRIC RANK ONE MODIFICATION 
 
Many approaches have been propounded to better the 
quasi-Newton Hessian approximation updates. In this 
section, we outline some recent suggested updates 
attained by modifying the vector	ݕ. Modifying ݕwas 
originally suggested by Powell who proposed a 
BFGS method for constrained optimization with 
തݕ = ݕ + (1 − ݏܩ൫(ߠ −     	(9)																												൯ݕ
where 0 < ߠ < 1 , (see Al-Baali [4]). 
In a bid to use the Hessian matrix in H୨ and Andrei 
[5] suggested a nonlinear conjugate gradient 
algorithm in which the Hessian/vector product 
f൫x୨ାଵ൯v୨ is approximated by finite differences: 
yഥ = y୨ + (1− θ) ቀ୷ౠ

σ
− y୨ቁ																										(10)	                 

Where  σ =
ଶ√ϵ୫(ଵା‖୵ౠశభ‖)

‖ୱౠ‖
 , and ߳ 	is error machine 

used for accuracy which is the smallest positive less 
than1. 

So, H୨ାଵ
୬ୣ୵	 	= H୨ +

(ୱౠିୌౠ୷ഥ)(ୱౠିୌౠ୷ഥ)

	(ୱౠିୌౠ୷ഥ)౯ౠ
ష 											(11)   

 
3. DERIVATION OF NEW SELF-SCALING 
QUASI-NEWTON METHOD SR1 
 
In this section, we study the algorithm of PCG with 
new self- scaling Quasi-Newton methods SR1. The 
objective is to modify the performance of QN update, 
by selecting H୨ାଵ

୬ୣ୵ to satisfy Quasi-Newton condition:  
H୨ାଵyഥ = ωs୨																																																						(12) 
Consider   
d୨ାଵ = −H୨ାଵg୨ାଵ   
d୨ାଵ = −g୨ାଵ H୨ାଵ multiplying both sides from right 
by yഥ  we get  
d୨ାଵ yഥ = −g୨ାଵ H୨ାଵyഥ																																					(13) From 
(12) and (13) we get  
d୨ାଵ yഥ = −g୨ାଵ ω୨s୨      

d୨ାଵ y୨ ൬1 + (1 − θ) ቀଵ
σ
− 1ቁ൰ = −g୨ାଵ ωs୨  

It is defined t scalar as below (see [Al-Assady [1] )  
d୨ାଵ y୨ = −τg୨ାଵ s୨  

where  t =
ୱౠ
୷ౠ

ଶୱౠ
ౠି(ౠశభିౠ)

  

−τg୨ାଵ s୨ ൬1 + (1 − θ) ቀଵ
σ
− 1ቁ൰ = −g୨ାଵ s୨ω   

ω = τ൬1 + (1− θ) ቀଵ
σ
− 1ቁ൰ where 0 < ߠ < 1, σ is 

defined in (10). 
Then, the new algorithm becomes as follows  

H୨ାଵ
	 	= H୨ +

(ୱౠିωୌౠ୷ഥౠ)(ୱౠିωୌౠ୷ഡഥ )

	(ୱౠିωୌౠ୷ഡഥ )ω౯ౠ
ష , where ω >

0																																																																				(14)  
And the search direction of New algorithms is given 
by: 
d୨ାଵ = −H୨ାଵg୨ାଵ +

୷ഡഥୌౠశభౠశభ
ୢౠ
୷ഡഥ

d୨																	(15)  

So, H୨ାଵyഥ = ωs୨ is QN condition where 0 < ߠ < 1. 
 
3.1 The Outlines of PCG-Method with New1.  
Step 1. Let x	be initial point as well as  identity 
nxn	symmetric positive definite matrix  H , ϵ > 0	,  
j = 0.  
Step 2. Compute d୨ = −H୨g୨ where g୨ = ∇f൫x୨൯. 
Step 3. Calculate δ୨ to minimizef(x୨ + δ୨d୨). 
Step 4. Find new point of  x୨ାଵ = x୨ + δ୨d୨  and  
y୨ = g୨ାଵ − g୨ . 
Step5 Evaluate g୨ାଵ = ∇f൫x୨ାଵ൯, if ฮ∇f൫x୨ାଵ൯ฮ < ߳, 
then x∗ = x୨ାଵand stop.  
Else find s୨ from s୨ = x୨ାଵ − x୨ go to step5.   
Step 5 Evaluate H୨ାଵby	using (14). 
Step 6 Evaluate d୨ାଵ from (15).   
Step 7 set j = j + 1 go to step 2. 
 
 
Theorem 1. If the new algorithm New is applied to 
the quadratic with Hessian matrix 
G = G,then		H୨ାଵyത୨ = ωs୨	, j ≥ 0. 
Proof. Multiplying both sides of (14) by yത୨ from 
right, we have 
H୨ାଵ
	 yത୨ =

H୨yത୨ +
(ωୱౠିୌౠ୷ഥౠ)(ωୱౠିୌౠ୷ഡഥ )

	(ωୱౠିୌౠ୷ഡഥ )౯ౠ
ష yത୨																						(16)          It 

is clear that (ωs୨ − H୨yഥ)yത୨  and 	yത୨൫ωs୨ − H୨yഥ൯	 
are scalars 
 So 
	(ωs୨ − H୨yത୨)yഥ=yത୨൫ω	s୨ − H୨yഥ൯												(17)                                            
Therefore   
തݕାଵܪ = തݕܪ + ݏ߱ −                          ത,         (18)ݕܪ
തݕାଵܪ =  ∎ݏ߱
 
Theorem 2. If H୨ is a positive definite, then the 
matrix H୨ାଵ generated by the new algorithm is also 
positive definite. 
Proof. Multiplying both sides of (14) by yത୨ from right 
and by yത୨  left, we have  
yത୨H୨ାଵyഥ =

yഥH୨yഥ +
୷ഡഥ (ωୱౠିୌౠ୷ഥౠ)(ωୱౠିୌౠ୷ഡഥ )୷ഡഥ

	୷ഥౠ(ωୱౠିୌౠ୷ഡഥ )		
										(19)     

So  
yത୨H୨ାଵyഥ = ωs୨yത 	       (20)            
By substituting (10) in (20) we get  
yഥH୨ାଵyഥ = 
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ωs୨[(y୨ + (1− θ) ቀ୷ౠ
σ
− y୨ቁ]	 > 0  

= ωs୨y୨ ቂ1 + (1− θ) ቀଵ
σ
− 1ቁቃ.  

Suppose that ݇ = ቂ1 + (1 − (ߠ ቀଵ
ఙ
− 1ቁቃ, 

If k > 0 and it is clear that ω > 0 
Since s୨ = δ୨d୨, 	d୨ = −H୨∇f(x୨) 
s୨y୨ = s୨ ቀ∇f൫x୨ାଵ൯ − ∇f൫x୨൯ቁ 
         = s୨∇f൫x୨ାଵ൯ − s୨∇f൫x୨൯ 
        = δ୨d୨∇f൫x୨ାଵ൯+ δ୨∇f൫x୨൯


H୨∇f൫x୨൯ 

By using Wolfe condition (5)[6,7]. 
s୨y୨ ≥	 δ୨σଵd୨∇f൫x୨൯+ δ୨∇f൫x୨൯


H୨∇f൫x୨൯ 

         = −δ୨σଵ∇f൫x୨൯


H୨∇f൫x୨൯+ δ୨∇f൫x୨൯


H୨∇f൫x୨൯, 
where 0 < ଵߪ < 1 
         = (1 − σଵ)δ୨∇f൫x୨൯


H୨∇f൫x୨൯ 

Since 0 < ଵߪ < 1, and H୨ is positive definite 
and hence 
 (1 − σଵ)δ୨∇f൫x୨൯


H୨∇f൫x୨൯ > 0 

s୨y୨ > 0, 
		s୨y୨ ቂ1 + (1 − θ) ቀଵ

σ
− 1ቁቃ >	 0.	  

If k < 0. Since  
s୨y୨ > s୨∇f(x୨)  
and  

−s୨∇f൫x୨൯ = −൬−δ୨∇f൫x୨൯


H୨∇f൫x୨൯൰  

= δ୨∇f൫x୨൯


H୨∇f൫x୨൯  
Therefore 
 ωs୨y୨ > 0. 
	yഥH୨ାଵyഥ > 0∎. 
 
4. NUMERICAL RESULTS 
 
This section is devoted to testing the implementation 
of the modified methods. Modified method is 
compared to the standard SR1. The results given in 
Table 1 specifically quote the NOI and NOF. The 
results in Table 1 illustrate that the modified SSSR1 
method is superior to standard (SR1) method with 
respect to NOI and NOF. 
 
Table 1: The comparison between modified and 
standard PCG Algorithm 
Test 
Function 
 

 
N 

Standard PCG  New SSSR1 
NOI NOF NO

I 
NOF 

 
 
G-Central 

4 
100 
500 
1000 
5000 

36 
43 
60 
66 
72 

253 
331 
496 
554 
616 

23 
26 
34 
42 
47 

117 
153 
236 
324 
391 

 
 
Miele 

4 
100 
500 
1000 

34 
47 
53 
53 

329 
182999 
183098 
183098 

32 
40 
40 
47 

143 
183 
183 
219 

5000 65 189123 45 209 

 
 
Rosen 

4 
100 
500 
1000 
5000 

31 
32 
33 
37 
37 

90 
94 
98 
115 
120 

30 
31 
31 
34 
37 

87 
85 
85 
92 
99 

 
 
Cubic 
 

4 
100 
500 
1000 
5000 

15 
16 
16 
16 
16 

48 
66 
51 
55 
50 

14 
14 
16 
16 
16 

40 
41 
47 
47 
46 

 
 
G-Powell 

4 
100 
500 
1000 
5000 

50 
72 
71 
65 
71 

105 
228 
231 
214 
248 

29 
21 
15 
24 
26 

88 
61 
35 
79 
82 

 
 
Sum 

4 
100 
500 
1000 
5000 

3 
14 
21 
23 
38 

11 
83 
119 
123 
176 

3 
14 
21 
21 
27 

11 
81 
120 
111 
124 

Total  1206 743222 816 3619 

 
Table 2: The rate of improvement between modified 

algorithm and Standard PCG. 
Tools Standard PCG SSSR1 
NOI 100% 67.6616 

NOF 100% 0.4869 
The above table illustrates the rate of improvement in 
the modified algorithm self-scaling symmetric rank 
one with standard algorithm symmetric ran one. The 
numerical results of the new algorithm are better than 
the standard algorithm. As noted, the number of 
iterations and the number of functions of the standard 
algorithm are about 100%. That means that the new 
algorithm has improved as compared to standard 
algorithm with 32.3384 % in NOI and 99.5311% 
when θ ∈ (0,1). 
 

 
Figure 1: Comparison between standard PCG and 
the New algorithm according to NOI 
 

0

500

1000

1500

standard PCG new 1 



Salah Ghaze Shareef et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 8(5),September - October 2019, 2395- 2398 
 

2398 
 

 
Figure 2: Comparison between standard PCG and 
the New algorithm according to NOF 
 
5. CONCLUSION 
 
This work, propounded a modification of self-scaling 
PCG (symmetric rank one) by using gradient-
difference vector. The quasi-newton condition and 
positive definite have been proved. In addition to 
what is listed above of findings, the outcomes of a 
modified method self-scaling symmetric rank one are 
more superior and effective than the standard SR1.  
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