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ABSTRACT 
 
Corona Viruses (CoVs), which are indicated by 
sensory-positive RNA viruses, have a sign with a crown shape 
projected from the surface of the RNA genome to look very 
large, also have unique replication. Corona virus causes 
various diseases in mammals, birds ranging from enteritis in 
cattle, pigs, and chickens. Corona has problems such as 
respiratory diseases for infections in humans that cause death 
in infected R & D. In this study. We provide a brief 
introduction about Coronavirus that discusses the predictive 
results of spreading the Corona Virus to any country. We will 
also consider an outbreak of Coronavirus where the results we 
have found will find a solution for the future so that this virus 
does not spread widely to various countries. 
 
Key words: Augmented reality, Big Data, Hadoop, mobile 
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1. INTRODUCTION 
 
Coronaviruses (CoVs) are the largest group of viruses 
included in the order Nidovirales, which consists of the family 
Coronaviridae, Arteriviridae, Mesoniviridae, and 
Roniviridae. Koronavirinae consists of one of two subfamilies 
in the Coronavirida family. Another example is Torovirinae. 
Coronaviruses further divided into four genera, alpha, beta, 
gamma, and delta coronavirus [9]. 

The city of Wuhan in China is a global concern because of 
respiratory disease due to coronavirus2019-nCoV. In 
December 2019, an outbreak of pneumonia caused an 
unknown in Wuhan, Hubei province in China, by linking the 
epidemiologist to the Huanan Seafood Wholesale Market, 
where there are also live animal sales [8]. The WHO 
notification on December 31, 2019, by Chinese Health 
Authorities encourages health authorities in Hong Kong, 
Macao, and Taiwan to increase border surveillance, and 
incentivize and inhibit it can be a challenge in novels and 
health assistance for the community [13]. The Chinese health 
authorities have announced the public health measures, 
including intensive surveillance, epidemiology-investigation, 
and market closure on January 1, 2020. 

Viruses spread so quickly from day one that they started to 
become a hot topic in the world. The study says half of all 
people who are infected with the new coronavirus start 40 to 
59 years. The research presented only 10% of patients 
younger than 39 years. Therefore, children are not as exposed 
as adults because the epidemic begins during the Chinese 
New Year holiday - schools when closed. 

Viruses have initially sorted into genera based on serology 
but now shared with phylogenetics. All viruses in the 
Nidovirales sequence are enveloped in non-segmented, 
sensory-positive RNA viruses. Some viruses have the largest 
identified RNA genome, containing up to 33.5 kilobases (kb) 
of the genome. Other standard features in the order of 
Nidovirales are: 

1) Very permanent genome organization, with more 
significant genes than previous structural and 
accessory genes. 

2)  Non-structural genes by ribosomes. Frameshifting 

3) One of unique or unusual enzymatic activity that is 
present in large polyprotein replicate-transcriptase. 

4) Downstream gene expression by the synthesis of 
nested sub-genomic mRNAs. The big difference in 
the Nidovirus family is in the amount, type, and size 
of structural proteins. These differences cause 
significant changes in the structure and morphology 
of nucleo-capsid and virion [7] 

1.1 CRISP-DM Framework 

The CRISP-DM (Cross-Industry Standard Process for Data 
Mining) described in terms of; a hierarchical process model, 
which consists of four sets of abstractions (from generic to 
specific): phases, generic tasks, particular tasks, and sample 
processes (see figure 1 below). Methodology The CRISP-DM 
distinguishes between the Reference model and the User's 
Guide. Where in the Reference Model, represent a brief 
overview of the phases, tasks, and outputs produced [11]. 

The life cycle of a data mining project is broken down or 
determined into six stages, which explained in Figure 1 
below. While each sequence presented in Figure 1; showed 
that the phases are tight. The arrows only change in the 
essential stages and phases that affect various dependencies 
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between steps that take place, except for specific projects, it is 
necessary for the results of each aspect that have not yet run in 
the next process [1]. 

 
Figure 1: Four level Breakdown of the CRISP-DM 
Methodology for Data Mining 

 
The outer circle in Figure 1 above, symbolizes the 
environmental circle of data mining. Data mining not 
completed when a solution achieved; Lessons learned during 
the process and from solutions deployed given new business 
questions that asked more focused. Further data on the 
mining process will benefit from previous experience. 
 
 

 
Figure 2:  Overview of the CRISP-DM tasks 
 
The picture (Figure 2) above explains the stages performed in 
data mining using the CRISP-DM method 

 
Figure 3: Phases of the Current CRISP-DM Process Model 
 
Above is the CRISP-DM Process Model Current Phase (figure 
3), which seeks to find the context of the data 

 
Figure 4: Coronavirus Outbreak 
 
The figure 4 above explains the symptoms and transmission 
of Coronavirus. Spread is very fast in the Corona Virus, 
causing it to happen everywhere. In this study we will try and 
discuss the results of research on countries that contaminated 
with the virus will be announced for the future will find out if 
there is a rare virus and prevent us from tackling the virus, so 
we can find solutions that allow strange illnesses to plague 
[18]. 
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Figure 5: Coronavirus Spread-out Graphics 
 

The picture (Figure 5) above is data that has been obtained 
about the spread of Coronavirus on 6 February 2020 which is 
so fast in China 

 

2. BACKGROUND 
 

The Coronavirus novel (2019-nCoV), better known as the 
Coronavirus, is a new type of Coronavirus transmitted to 
humans. This virus first discovered in the city of Wuhan, 
China, at the end of December 2019. This virus spread 
quickly and has spread to other regions in China and several 
countries[14]. 

Coronaviruses contain unsegmented RNA genomes. The 
genome comprises a structure of 5 caps along with three poly 
(A) tails, which allows it transplanted as mRNA for 
polyprotein replication translation. Gene replication that 
encodes nonstructural proteins (nsps) places two-thirds of the 
genome, around 20 kb, in contrast to structural and additional 
proteins, which only produce about 10 kb of the genomic 
virus. Tip 5 of the gene contains the leadership sequence and 
the untranslated region (UTR), which includes several 
structures. This virus can infect the respiratory system. In 
many cases, this virus only causes mild respiratory infections, 
such as flu [3].  

This virus can also cause severe respiratory infections, 
such as pneumonia, Middle East Respiratory Syndrome 
(MERS), and Severe Acute Respiratory Syndrome (SARS). 
Coronavirus infection can cause sufferers to change flu, such 
as the runny and runny nose, headaches, coughing, sore 
throat, and fever, or severe infectious diseases, such as high 
fever, cough with phlegm, bleeding, breathing, and chest 
breathing. 

The Chinese health authorities have announced the steps 
publicly to conduct intensive surveillance, epidemiological 

investigations, and market closure on January 1, 2020. 
Researchers can complete 2019-nCoV from patients in a short 
period on January 7, 2020, and carry out the 2019-nCoV 
genome sequencing. 2019-nCoV genetic sequence [2]. 

SARS is a zoonosis caused by SARS-CoV, which first 
appeared in China in 2002 before spreading to 29 countries in 
2003 through a global travel-related outbreak with 8098 cases 
with a case fatality rate of 9.6%. SARS-CoV nosocomial 
transmission is also standard in bats and ferrets provided by 
ferrets on the market in China. 

 

 
Figure 6: The  Wuhan coronavirus spreads 

In this figure 6, it is a picture of the initial distribution of 
Coronavirus 

MERS is a deadly novel of zoonotic human diseases 
endemic to the Middle East, caused by MERS-CoV. Humans 
considered having MERS-CoV, which cancels through 
contact with products or camels [13]. The recent outbreak of 
the pneumonia virus group due to 2019-nCoV in Wuhan 
Denpasar affects the significance of international health. It 
may be related to the sale of liar animals as a primary food in 
humans. On January 10, 2020, 41 patients were diagnosed 
with infection by indicated animals. The onset of the disease 
was 41 cases from December 8, 2019, to January 2, 2020. 
They are related to the condition of fever (> 90%), dry cough 
(80%), shortness of breath (20%), and respiratory distress 
(15%) [14]. 

Several fatal cases occurred in 61 years with stomach 
tumors and known cirrhosis in the hospital due to respiratory 
and severe pneumonia. The case has released in Wuhan since 
January 3, 2020. But the first case outside China was 
approved on January 13, 2020, in Chinese tourists [2]. 

 
3.  METHODOLOGY 
 
  Two central problems affect the performance of K-means, 
the data discretization method has used and the type of 
clustering used. Reduction of Trimming Errors for 
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Enhancing Decision Tree Performance. Different 
approaches, multiple data collection methods, and different 
kinds of grouping methods, for example, are in studying the 
distribution process of a coronavirus spread. Various 
combinations of discretization methods and decision types 
and data collection are needed.  For which combinations of 
combinations will give the regions of the country where the 
coronavirus spread occurs. 
 
3.1 Data Dicretization 
 

Discretization methods categorized as supervised or not 
supervised—the process of changing numerical data by 
mapping the data into intervals or concept labels. There are 
several techniques used, namely histogram analysis binning 
analysis decision tree analysis. Discretization methods that 
are not supported do not use information during the 
discretization process [6]. 
 

The discretization method started using class labels. To 
carry out discretization processes, such as the quadratic-based 
method and the entropy-based method. All discretization 
methods used as a step to pre-planning for a continuous 
attribute in the attribute data set to be discrete. The number of 
intervals used by the discretization technique is five; each 
method used for the pre-process of setting data benchmarks 
for trials in the decision tree [16]. 
 
3.2 Unsupervised Discretization 
 

By discretizing without supervision, the same width 
interval and the same frequency will be used equally in 
extensive testing. The discretization algorithm is the same as 
the width interval. This algorithm determined the minimum 
and maximum values obtained from the discretized attribute. 
By dividing the range of the number of discrete intervals, the 
user has specified, as like in this figure 7 below.  

 

 
Figure 7 : Rule of thumb  
 
The algorithm with the same and exact frequency can 

determine the minimum and maximum values of the discrete 
attribute. By sorting all costs in ascending order and dividing 

the range into a specified number of users so that each interval 
containing the same amount of values is then will sort [12]. 

 
3.3 Supervised Discretization 
 

In discretization, that begins with chi and the most famous 
discretization methods. The entropy discretization used in 
this model developed by Fayyad and Keki,  Entropy is a 
measure of uncertainty contained in a training set. The 
process for selecting the selection method based on the 
unentropic way to choose the boundary to discretization. The 
samples sorted in ascending order and then entropy for each 
candidacy point to be counted. Positions taken approved for 
approval. In this model, the criteria stop at up to five attribute 
intervals. 

 
3.4 Data Multiple Classifier 
 

Multi classifier data retrieval makes training data into 
smaller data subsets and builds Decision Tree classifiers for 
each data subset. Applying a collection data algorithm for 
classification proves an increase in the success in the ranking 
of classifiers. This research has taken from the data collection 
section, and one of the rule steps was depicted in figure 8, 
where data collected between three and eleven parts. For each 
discretization method for each type of decision tree, which 
made the most successful, it would inform [4]. 

 

 
Figure 8: Supervised discretization rules 
 
 

There are many types of Decision trees. The difference is the 
mathematical model used to select the attributes added in 
expanding the decision tree rule structure. In this study, three 
types of testing most commonly used, namely, Information 
Strengthening, Gini Index, and Ratio Tree Strengthening, 
each of which discussed below. 
 
3.5 Entropy Approach 
 

Choose Entropy by agreeing on information 
conceptualized by selecting the slit attribute that replaces 
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the entropy value, thereby maximizing Information Gain. 
To get the amount of Information Gain and Rain Gain, we 
must first calculate the cost of Entropy. Entropy use (Figure 
9) to measure the inequality of objects on each branch based 
on an attribute [5]. 

 

 
Figure 9 : Entropy  

 
Identifying the placement attributes of the Decision Tree, 
one must calculate information for each quality and then 
choose attributes that additional information. Information 
reinforcement for each variety computed using the formula 
as shown below 

 

 
 

3.6 Trimming Data 
 

To reduce the bias results from the use of Gain Information, 
a variant known as Gain Ratio introduced by Australian 
academic Ross Quinlan. Measurement of Information 
Strengthening is a test that is biased towards many results. 
That is, preferring to choose attributes that have large values. 
Gain Ratios adjust Gain Information for each attribute to free 
the breadth and uniformity of attribute values. 

 
After extracting the decision tree rules, the pruning error 

rule uses to trim the derived decision rule. Proven error 
pruning is one of the fastest and most workable pruning 
methods. Applying pruning errors provides a more compact 
decision and reduces the number of extracted rules[15]. 

 

 
Figure 10: Decision tree step uses Knime analytic 
 

As we can see in Figure 10, we need to calculate each 
combination, sensitivity, specificity, and Accuracy calculated, 
and sensitivity is a real comparison questioned positive posed 
is the ratio of sick people who try as ill. Uniqueness is the 
proportion of adverse events that are approved correctly. The 
negative request is the ratio of authorized health people, and 
the Accuracy is an example of a contribution passed 
successfully [10]. 
 

 
Figure 11: Decision tree corona virus spreads 
 
In figure 11, that's flow steps in a decision tree to analyze the 
coronavirus data spreads 
 
3.7 Summary 
 

The research process involves discretization of data, data 
partitioning, selection of Decision Tree types, and the 
application of error pruning that results in trimmed Decision 
Trees. Data discretization divided into protected and not 
supervised methods. Methods initiated to involve the same 
width and the same frequency of compilation of the 
discretization method that begins involving both joints and 
entropy. 

 
Decision trees are also useful for discussing data, finding 

hidden relationships between input variable estimates and 
target variables. Decision tree combines data tracking and 
modeling, so it is terrific as a first step in the modeling 
process so that it is complicated used as the final model of 
several other techniques. 



 Muhammad Akbar Rivai et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(3), May – June 2020, 2987– 2994 

2992 
 

 

Data partitions took with and without data retrieval. Three 
types of Decree Trees agreed, namely, reinforcing 
information, Gini index, and reinforcement ratio. Finally, we 
were decide pruning errors applied to everything extracted 
from the training data. The actual test is carried out executing 
each variant of each element in combination against all data 
combinations. Each option is then issued by itself and through 
various data sharing allocations. 

The results of each variant through each data collection 
partition have approved for reporting errors that are applied. 
Overall, the Decision Tree is executed on a set of data to 
compile the findings presented here, related to the number of 
advantages, and it does not mean this method has no 
shortcomings. This decision tree can overlap; most of the 
criteria used are large and complicated in each predetermined 
input process. This result, of course, can increase the loading 
time by the amount of memory needed [17]. 
 
4.  DATA 

 
The data used in this study is the data set available on recap 

data from various portals and some inspired data from several 
web sites accessible at https: //db.cngb.org. Data sets have raw 
attributes. However, all experiments published are only 
experiments on that data. To facilitate comparisons with the 
literature, a revised test for this same attribute, which can see 
in Table 1. The data set contains 368 rows, but there are 
several values added to the data set that are the primary 
research material to find the various contradictions. 

 
The machine must know which data set to look for to find a 

solution that helps it and which data set can be used to achieve 
the appropriate goal. This collection of data for approval is 
the Test-Set, while the data set for attaining it is called the 
Training-Set.This concept set training uses to create a 
machine learning model, while the Test-Set will be used to 
improve performance and correctness. This concept will 
increase the retrieval time according to the amount of memory 
needed.  

 
Table 1: Selected Data Set Attributed 

Name Type Description 

Province Continuous 

Provinces in the country 
that spread the Corona 
virus 

Country  Continuous 
Country that spread the 
Corona virus 

Date Continuous 
Last updated data of people 
affected by Corona Virus 

Confirmed Continuous 

Continuous data on how 
many people have been 
confirmed to be affected by 
the corona virus 

Suspected Discrete 

Suspect of a person affected 
by the corona virus 
0 = No 
1 = Yes 

Recovered Discrete 

People who recover after 
being exposed to the 
corona virus 
0 = No 
1 = Yes 

Deaths Discrete 

People who died after being 
exposed to the corona virus 
0 = No 
1 = Yes 

 
4.1. Dataset Description and Pre-Processing 
 
We got a dataset about coronavirus outbreak from the 
Kaggle.com website. We use Coronavirus infection data 
published from  December 2019 to February 2020. This data 
has been published and categorized into several categories. 
For the overall category, the information provided: country, 
city, last updated, confirmed, suspected, recovered, and dead. 
Information that becomes specific information: 
 
• Last updated: symptoms, current status, and patients who 
have had previous contacts with Coronavirus confirmed 
• Recovery and death: patients who previously suffered from 
Coronavirus 
 

 
Figure 12: Number of Coronavirus cases in several countries 
 
By selecting data (data selected from Figure 12), we used the 
cleaning feature on Weka by selecting a filter in the 
preprocess installation, which is the attribute selection filter. 
With the hope of getting the data obtained in the three most 
highlighted attributes; Death, Confirmed, Recovered. With 
the table display as follows: 
 

 
Figure 13: Pre-process step uses Weka 
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The figure 3  above is a display of data processed in preprocess 
with Weka. 
 
4.2. Analysis using the Stump Decision Algorithm  
 

The Decision Stump operator is used to produce a decision 
tree with only one single separation. The resulting tree uses to 
classify examples that are not visible. This operator can be 
very efficient when upgraded with operators such as the 
AdaBoost operator. The Example of the Example given has 
several attributes, and each instance belongs to the class (like 
yes or no). The leaf node of the decision tree contains the 
name of the course, while the non-leaf node is the decision 
node. A decision node is an attribute test with each branch (to 
another decision tree) being a possible value of the attribute 
(please take a look in figure 14).  
 

 
Figure 14:  Decision stamp uses Weka 
 
4.3. Analysis using Random Forest  
 

The Random Forest Algorithm as in figure 15, is a 
supervised learning algorithm. The "forest" built was a 
decision tree ensemble, usually trained by the "pocketing" 
method. The general idea of the bagging method is that a 
combination of learning models improves overall results 

 

 
Figure 15: Random forest uses Weka 
 

4.4. Knowledge Flow uses the KNIME Analytics 
Platform 
 

 
Figure 16: The example of knowledge flow uses the Knime 
analytics 
 

In this analysis, use KNIME to find out the flow (figure 16) 
of knowledge created using the K-means algorithm. This 
node produces cluster centers for a predetermined number of 
clusters (no amount of dynamic clusters). K-means perform 
sharp clustering that delivers vector data to exactly one group. 
The algorithm ends when the cluster assignment does not 
change again. The clustering algorithm uses Euclidean 
distances on selected attributes [4]. 

 
The K-means algorithm process generates the following table  
 

 
Figure 17: The K-means algorithm The K-means algorithm 
Scatter plot visualization Related to the final results of data 
mining using Coronavirus 
 

 
 
Figure 18: Scatterplot visualization results 
 
The figure above has shown the results of K-means algorithm 
process in the scatterplot 
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5. CONCLUSION 
 

 The sensitivity, accuracy, and specificity results in 
determining the number of countries indicated using the same 
width, same frequency, chi merger, and entropy discretization 
with Information Gain, Gini Index, and Decision Making 
Ratios of Three Trees and correcting pruning. Counting 
methods for calculating two different requirements, counting 
the number cannot be combined and cannot compare between 
two groups. 

 
Data review carried out to review the elements of data 

formation and estimates make sense in calculations and 
calculate the number of targets to be obtained based on the 
indicated country data, and the coronavirus has distributed. If 
an error is possible, it can be corrected, where the correction 
might not have data deleted. 
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