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ABSTRACT 
 
The main intention of this research is to discover the 
significance of sentiment analysis of Twitter data whether it is 
positive, neutral or negative. The sentiment analysis is 
dependent mining about textual content which being 
extracted and identified as contextual and subjective 
knowledge in such perceptible origin of recent rapid 
expanding computer science research. We started with a 
systematic literature review, where we had adopted both 
qualitative coding and text mining by scrutinizing 3282 of 
input of textual data retrieved from Twitter Streaming API. 
We perceived the problem as the decision trees kind of 
sentiment analysis in learning and information gaining. 
Therefore, we showed how basic decision trees are built to 
calculate the sentiment values of Twitter data. Sentiment 
analysis has transformed from interpreting online textual 
output analysis into perceiving contextual social media texts 
for example from Twitter. Hence, two decision trees were 
built to observe the performance and information gaining of 
decision trees. Thus, the precision of both decision trees led to 
the precision percentage that will be respectively stated, and 
the best decision tree can be obtained.  
 
Key words: Decision Tree, Malay Language, Precision, 
Sentiment Analysis, Text Mining, Twitter.  
 
1. INTRODUCTION 
The Internet is an influential automation about knowledge 
sharing and information maturity [1]. With the outbreak of 
the internet on the wireless connection in the new 21st 
century, the community is now directly united. The Internet 
today has no limitation to the users. Institutions, people and 
companies felt deeply about this technological diversity [2]. 
Everything is only with the touch of a finger [3]. Therefore, 
Twitter can also be used in more technically intriguing ways 
[4]. The inspired community has perceived to pursue and gain 
information from your tweets within their Twitter feeds [5]. 
Yet, a spreading figure of Twitter users has circulated 
practical content and that is the actual value about Twitter [6]. 
It derives the community to become an amateur writer who is 
writing sentences about life, sharing and describing 

 
 

something that they have had from engaging activities about 
their day [7]. 
 
Therefore, there are sentences are taken from Twitter live 
tweets using text mining of Twitter Streaming Application 
Programming Interface (API) for this research purpose. Text 
mining is the approach of the natural processing approach 
and a systematic method to collect meaningful tweets [8]. An 
API is a tool to enable computer programs and web services to 
communicate. The current scenario that we are facing now in 
Twitter data is that no labeled Twitter corpus available in the 
Malay language. We need to find a method to filter tweets in 
the Malay language originated from Malaysia and a classifier 
to categorize tweets to positive, negative or neutral. Besides, 
tokenization is performed on the tweets to divide the text by 
spaces and punctuation marks. The tweets will be broken 
down and each will be labeled as the positive, negative or 
neutral hinge on the data dictionary which contains words 
with sentiment values. 
 
If there is no pairing match, the word will be considered as 
positive. Apart from that, stop words such as “saya”, “ialah”, 
“yang” is removed from the tweets and considered as a 
positive word. Furthermore, a decision tree classifier is used 
where information content, information gain, and decision 
tree are first calculated manually and then the RapidMiner 
tool is used to compare the results of using the Decision Tree 
classifier. The program uses a data dictionary of Malay words 
labeled as positive, negative or neutral sentiment value. A 
Malay language dataset is manually labeled with their 
sentiment values using human interpretation to be used as a 
training set. 
 
2. LITERATURE REVIEW 
 
Twitter has become one of the most utilized social media 
applications because it is both rapid and personal [9]. 
Organizations and businesses are also taking the opportunity 
of the social network to connect with their customers and 
other people online [10]. Twitter is a combination of texting, 
instant messaging and blogging but it has come up with 
concise content and a deep congregation [11]. The sentiment 
analysis approach is progressively leading toward classifying 
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the sentiment text to one or extra predefined sentiment 
division for the automated maintenance and creation of 
analysis-aggregation websites. 
 
Data will be divided into testing data and training data sets. 
The training data set is utilized for classifier learning action 
and the testing data set is used to test the classifier’s behavior 
after learning action is done. The training of classifiers is 
based on both unigrams and bigrams features [12]. Results 
gained shows that training data size can be affecting the 
classifiers’ performance [13]. 
 
In terms of the knowledge representation method, a 
comprehensive database is needed which contains labeled 
sentiment values to identify sentiments. By using these 
techniques, a hybrid model is adopted for performing 
sentiment analysis of almost any text given. The knowledge 
representation method is seemed difficult due to the need for a 
large lexical database. An ID3 is a commonly used decision 
tree [14]. Figure 1, 2 and 3 is the example of how ID3 is 
conducted. 

 

 
Figure 1: Entropy Formula 

 
Figure 2: Information Content Formula 

 

 
Figure 3: Information Gain Formula 

 
Table 1 is the sample token table to build a decision tree. 
 

Table 1: The Token Table 

Sample Token 
1 

Token 
2 

Token 
3 

Token 
4 Sentiment 

A 0 0 0 0 0 
B 0 0 1 0 0 
C 1 1 0 1 0 
D 1 0 0 1 1 
E 0 1 1 0 1 
F 0 0 1 1 1 
G 0 0 0 1 1 
H 1 1 0 0 1 
X 1 1 1 1 ? 
Y 0 1 0 1 ? 

Z 1 1 0 0 ? 
Informatio
n Content     0.9544 

Informatio
n Gain 

0.003
2 

0.003
2 

0.003
2 

0.048
8  

Table 1 summarized a set of sentences are broken down into 
four tokens where 0 is negative sentiment value and 1 is 
positive sentiment value. The information content of the 
Sentiment attribute is 0.9544. Token4 has excessive 
information gain, so it is chosen as the origin node. Since the 
information gain of Token1, Token2 and Token 3 are the 
same, either one of the three can be chosen. Token2 is the best 
in distinguishing class 0 and 1 among the three tokens thus is 
chosen as the next node. We have figured the decision tree 
that will be used and referred to as to predict sentiment value 
as shown in Figure 4. 

 
Figure 4: The Decision Tree 

Figure 4 shows the decision tree that will be utilized and 
referred to as to predict the sentiment value about the last 
three samples of unknown sentiment value and sentiment 
results as shown in Table 2. 
 

Table 2: The Sentiment Result 
Samples Token 4 Token 2 Sentiment 

X 1 1 0 
Y 1 1 0 
Z 0 1 1 

 
Table 2 summarizes the sentiment result based on the 
decision tree constructed in Figure 4 when the value for the 
Token 4 is 1 and the value for Token 2 is 1, the sentiment 
value gained is 0. The result is the same for the second 
prediction. For the third prediction, when Token 4 has a value 
of 0 and Token 2 has a value of 1, the sentiment value gained 
is 1. A Decision Tree is a tree where nodes are labeled based 
on the attributes, the edges split a node are labeled by tests on 
the attribute’s weight, and the leaves are labeled by classes 
[15]. 
 
It segregates a script by initializing at the tree root and 
gripping strongly descending through the branches whose 
surroundings are fulfilled by the script until a leaf node 
arrives. The script is then categorized within the class that 
tags the leaf node. Decision trees have already been utilized 
within various applications such as language and speech 
processing [11]. For trees to have properties such as 
minimality, ID3 ranks the features of training data according 
to the information gain. 
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After performing a deep systematic literature review, we aim 
to find tweets with labeled sentiment to be used as training 
data. Apart from that, to find tweets in the Malay language 
which is from Malaysia and lastly is to find classifiers to 
calculate the sentiment values of the tweets. Developing this 
research must achieve the following objectives so that the 
research is a success. 
3.  METHODOLOGY 
 
A key part of the research is the methodology [16]. The 
methodology characterizes the deep philosophical base of the 
selected research methods, counting whether the study is 
utilizing quantitative or qualitative methods or a fusion about 
both methods [17]. The methodology can comprise of 
research on surveys, interviews and other research 
approaches and could combine both historical and present 
information [18]. A strong expanding and coherent 
methodology area will contribute a strong determination for 
the success of the full study and will edge toward a solid 
conclusion area [19]. 
 
The waterfall model is a linear, analytical progression of tread 
be taken throughout the Software Development Life Cycle 
(SDLC) that is famous within Software Engineering (SE) and 
yet it is a product evolution. Moreover, in a waterfall model, 
each stage must be concluded before the next stage can 
initiate and there are no extending features within the stages 
[20].  
 
The conclusion about one stage action as the input for the next 
stage is most required. We have designed and developed the 
waterfall model for this research that consists of five (5) 
phases: (1) Data Collection (Retrieval of Tweets data), (2) 
Data Analysis (Preprocessing of data), (3) Experimental 
Design (Parallel Processing), (4) Evaluation and Testing 
(Sentiment Value Scoring) and (5) Conclusion (Sentiment 
Result). 
 
The first phase is about collecting testing data which is 
collecting Twitter data using Twitter Streaming API by (1) 
Sign up a Twitter account as shown in Figure 5 for gaining 4 
keys that needed to run Twitter Streaming API which is (1) 
API key and (2) API secret as shown in Figure 6, (3) access 
token and (4) access token secret as shown in Figure 7 and (2) 
Insert Keys obtained into the algorithm to download live 
streaming Tweets as shown in Figure 8. 
 

 
Figure 5: The Twitter Sign-Up 

 
Figure 6: The Consumer Key (API Key) and Consumer Secret (API 

Secret) 
 

 
Figure 7: The Access Token and Access Token Secret 
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Figure 8: Insert Keys Downloading Live Streaming Tweets 

Figure 8 shows the insert keys downloading live streaming 
Tweets. Next, it is used to find the training data set. The 
training data set is the data with manually labeled sentiment 
values using human interpretation while testing data set 
learns from the training data to predict the sentiment values of 
a new test set of tweets. Since there is no available Malay 
language dataset with the labeled sentiment, a database of 
sentences is manually labeled with their sentiments using 
human interpretation. 
 
Both data will undergo the preprocessing phase to make the 
data more meaningful. Several steps required in the 
preprocessing phase are filtering, tokenizing, stemming and 
removing stop words. After preprocessing, Tweets will 
become more meaningful and now ready for the experiment. 
We have coded programs to download the tweets, that will be 
saved as tweet_streaming.py as shown in Table 3, followed by 
entering python tweet_streaming.py to run the coding in the 
terminal as shown in Figure 9. After that, it will produce data 
such as shown in Figure 10. 
 

Table 3: The Live Streaming Tweets Algorithm 

#Import the necessary methods from the tweepy library from 
tweepy. streaming import StreamListener from tweepy import 
OAuthHandler from tweepy import Stream import json import 
re import pandas as pd import matplotlib.pyplot as plt 

 
# Variables that contains the user credentials to access Twitter 
API  
access token = 
“851793273794445312-omcH6tyVALwLWsRCZ3fIrftpRql7
CgZ”  
access_token_secret = 
“T2f9gAD0yhyYXchVU2ibEiwVCLGZXzvBjq93nlodb1Pko”  
consumer_key = “znP2CWplPMRU88iQW8etItFnD” 
consumer_secret = 
“BE4YNkag9fWa0cMAqOi2jRxqggzPfpfCc617ssxrRu6I48xc
zN” 
 
#This is a basic listener that just prints received tweets to 
stdout. 
class StdOutListener(StreamListener): 

 
def on_date(self, data): 
json_load = json.loads(data) 
texts = json_load[“text”]   
coded = texts.encode(“utf-8”) 
s = str(coded) 
print s 
#print(s[2:-1]) 
return True 

 
def on_error(self, status): 
print status 

 
if_name_==”main”: 

 
#This handles Twitter authetification and the connection to 
Twitter Streaming API 1 = StdOutListener() 
auth = OAuthHandler(consumer_key, consumer_secret) 
auth.set_access_token(access_token, access_token_secret) 
stream = Stream(auth, 1) 

 
#This line filter Twitter Streams to capture data by location: 
Malaysia 
stream.filter(locations=[98.94,0.85,119.4,7.52],languages=['i
n'])  
tweets_data_path = stream.filter 
tweets_data = [] 
tweets_file = open(tweets_data_path,“r”) 
for line in tweets_file: 
try: 
tweet = json.loads(line) 
tweets_data.append(tweet) 
except: 
continue 
print len(tweets_data) 

 
tweets[“text”]=map(lambda tweet: tweet['text'], tweets_data) 
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wiki=TextBlob(tweets['text']) 
r = wiki.sentiment.polarity 

print r 
 

 

 
Figure 9: The Command using Terminal 

 

 
Figure 10: The Live Stream Data Output 

 
The data will undergo parallel processing, which applies a 
classifier used as a Decision Tree. From the decision tree, the 
sentiment value scoring is acquired and can be referred to for 
the testing data set. Based on the scores, the sentiment result 
of the testing set can be predicted. 

4. IMPLEMENTATION ANALYSIS 
There are 3282 of input data retrieved from Twitter by using 
Twitter Streaming API. However, after the preprocessing 
phase, only 1000 meaningful tweets are chosen, 500 is treated 
as training data and another 500 is treated as testing data. The 
output is in JSON format and is saved as a text file and 
undergo preprocessing phase. They are filtered to get only the 
text attribute which is needed for sentiment analysis. Other 
attributes are not needed to calculate sentiment value. After 
retrieving the tweets from Malaysia, there is also no need to 
collect location attributes to perform sentiment analysis. For 
example, the text attribute in this output is “Cinta Bukan 
Hanya Harapan”. We have tabulated the training data as 
shown in Table 4. 
 

Table 4: The Training Data Sample 
Token 1 Token 

2 Token 3 Token 4 Token 5 Sentiment 

Saya Di Rumah Seri Kenangan 1 
Amek cik Binik Lagi Kerja 1 
Mati Sangat Keraskah Kena Buat 0 

Majlis Daerah Hulu Langat Selangor 1 
Apa Itu Majlis Dearah 0 1 
Duit Hadiah Yang Diambil Dari 1 
Aku Ada Dengar Dua Ipoh 1 

Liverbird Tirf Apa Lagi Yang 1 
Aku Rasa Aku Nak Perkhidmatan 1 
Tapi Tapi 0 0 0 1 
Aktif Ciri Itu Kena Iaitu 1 
Dan Satu Perkara Yang Aku 1 
Aku Tidak Akan Ada Lagi 0 

Jangan Takut Jatuh Hati Mesti 0 
ini lawak jangan Marah-marah 0 0 

 
Table 4 summarized the training data sample that consists of 
five (5) tokens and their overall sentiment value. The 
sentiment with value 1 is a positive sentiment value while 
sentiment with the value 0 is a negative sentiment value. 
Furthermore, we have tabulated the testing data as shown in 
Table 5. 

Table 5: The Testing Data Sample 
Token 1 Token 2 Token 3 Token 4 Token 5 
Selebriti Yang Menyokong Liverpool Daniel 

Aku Dah Nampak Dah Bayangan 
Selamat Hari Jadi Lejen Terima 

Baru Ikut Instagram Ustaz Awan 
Tweepy Yang Sudah Bungkus Tidak 
Tweepy Sikit 0 0 0 
Ayam Sudah 0 0 0 

Percayala
h Sayang Ijat Ketat-keta

t 0 

Makan Nasi Kandang 0 0 

Tengah Bungku
s Nasi Kandang Beratu 

Naik Raya Kenalah Rambut Baru 

Saya Hanya Dikeluarka
n Nora Azlina 

Masukkan Mylfc Ini Sentiasa Kemas 

Kirim Salam Imam Sahak Anak-ana
k 
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Sudah Di Polowin 0 0 
 
Table 5 summarized the testing data sample that consists of 
five (5) tokens without the sentiment values. Testing data will 
learn from training data to predict sentiment value. 
Therefore, we have tabulated the training data-1 as shown in 
Table 6. 
 

Table 6: The Training Data-1 
Tweet

s 
Token 

1 
Token 

2 
Token 

3 
Token 

4 Sentiment 

1 0 0 0 0 0 
2 0 0 1 0 0 
3 1 1 0 1 0 
4 1 0 0 1 1 
5 0 1 1 0 1 
6 0 0 1 1 1 
7 0 0 0 1 1 
8 1 1 0 0 1 
9 1 1 1 1 0 

10 0 1 0 1 0 
11 1 1 0 0 1 
12 0 0 1 1 1 
13 1 1 1 1 1 
14 1 0 0 1 1 
15 0 1 1 1 1 
16 0 1 1 0 1 
17 0 1 0 1 1 
18 1 0 0 0 0 
19 1 1 1 0 1 
20 0 1 0 1 0 
21 1 0 1 1 1 
22 1 1 1 0 1 
23 0 1 0 1 0 
24 1 1 1 0 1 
25 1 1 0 1 1 
26 1 0 1 0 0 
27 0 1 1 0 1 
28 1 0 0 1 0 
29 1 0 1 1 1 
30 0 1 1 1 1 
31 1 1 1 0 1 
32 1 1 0 1 1 
33 1 0 1 1 1 
34 1 1 0 0 0 
35 0 1 1 0 0 
36 1 1 0 1 1 
37 1 1 1 1 1 
38 1 1 1 0 1 
39 1 1 0 1 1 
40 0 0 1 1 1 

 
Table 6 summarized the training data-1 that consists of four 
(4) tokens and its overall sentiment value. Sentiment having 
value 1 is a positive sentiment value, sentiment having value 

0 is a negative sentiment value. Furthermore, we have 
designed and developed the decision tree ID3-1 based on 
Table 6, as shown in Figure 11. 
 

 
Figure 11: Decision Tree ID3-1 

 
Figure 11 shows the decision tree ID3-1 of the training data-1. 
Therefore, we will use this decision tree ID3-1 for testing 
data. As we mentioned earlier two (2) decision trees will be 
built to observe the performance of decision trees. Therefore, 
we have tabulated the training data-2 as shown in Table 7. 
 

Table 7: The Training Data-2 
Tweet

s 
Token 

1 
Token 

2 
Token 

3 
Token 

4 Sentiment 

1 1 -1 -1 -1 -1 
2 1 0 -1 0 -1 
3 0 0 -1 0 0 
4 0 -1 -1 -1 -1 
5 1 0 -1 0 -1 
6 1 -1 0 0 0 
7 0 0 0 0 0 
8 0 0 1 1 1 
9 1 1 1 0 1 

10 0 1 1 1 1 
11 1 -1 1 0 1 
12 1 0 1 1 1 
13 0 1 0 0 0 
14 -1 0 -1 1 -1 
15 1 0 -1 1 -1 
16 0 1 0 1 0 
17 1 0 -1 0 -1 
18 -1 1 -1 1 -1 
19 0 0 -1 1 -1 
20 0 -1 -1 0 -1 

 
Table 7 summarized the training data-2 that consists of four 
(4) tokens and its overall sentiment value. Sentiment having 
value 1 is a positive sentiment value, while sentiment with 
value 0 is a neutral sentiment value and -1 is a negative 
sentiment value. Furthermore, we have designed and 
developed the decision tree ID3-2 based on Table 7, as shown 
in Figure 12. 
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Figure 12: Decision Tree ID3-2 

 

Figure 12 shows the decision tree ID3-2 of the training data-2. 
Therefore, we will use this decision tree ID3-2 for testing 
data. After constructing the two decision trees, the training 
data is tested using the calculation of two decision tree stated. 
It is to compare the original sentiment value and the 
sentiment value both decision trees predict. Therefore, we 
have tabulated the sentiment calculation as shown in Table 8.

 
Table 8: The Sentiment Calculation 

            Precision Check 
No of 

Tweets T1 T2 T3 T4 T5 Sentiment ID3-1 ID3-2 SIM 
SUM 

sim sum 
15 Value ID3-1 ID3-2 SIM 

SUM 
1 0 0 1 1 1 1 1 1 3 0.6 1 T T T 
2 0 0 0 1 1 0 1 0 2 0.4 0 F T T 
3 1 0 0 0 0 0 0 0 1 0.2 0 T T T 
4 1 1 1 1 1 1 0 1 5 1 1 F T T 
5 0 1 1 1 1 1 0 1 4 0.8 1 F T T 
6 1 1 1 1 1 1 0 1 5 1 1 F T T 
7 1 0 1 1 0 0 1 1 3 0.6 1 F F F 
8 0 0 1 1 1 1 1 1 3 0.6 1 T T T 
9 1 1 1 0 1 1 1 1 4 0.8 1 T T T 

10 0 0 1 1 1 0 1 1 3 0.6 1 F F F 
11 1 1 1 1 1 1 0 1 5 1 1 F T T 
12 0 0 1 1 1 1 1 1 3 0.6 1 T T T 
13 1 1 0 1 0 1 0 0 3 0.6 1 F F T 
14 0 0 1 1 1 1 1 1 3 0.6 1 T T T 
15 1 1 0 0 0 1 1 0 2 0.4 0 T F F 
16 1 1 1 1 1 1 0 1 5 1 1 F T T 
17 1 0 0 1 1 1 1 0 3 0.6 1 T F T 
18 1 -1 -1 1 0 0 1 -1 0 0 0 F F T 
19 -1 -1 -1 0 1 0 1 -1 -2 -0.4 0 F F T 
20 1 -1 -1 -1 0 0 1 -1 -2 -0.4 0 F F T 
21 1 1 0 -1 1 1 1 0 2 1 1 T F T 
22 1 1 1 1 -1 1 0 1 3 1 1 F T T 
23 1 0 1 1 1 1 1 1 4 1 1 T T T 
24 1 1 1 1 1 1 0 1 5 1 1 F T T 
25 -1 1 1 -1 -1 0 1 1 -1 -1 1 F F F 
26 -1 1 0 0 0 1 1 0 0 0 1 T F T 
27 1 1 0 0 0 1 1 0 2 1 1 T F T 
28 -1 1 1 -1 0 1 1 1 0 0 1 T T T 
29 1 -1 -1 0 0 1 1 -1 -1 -1 1 T F T 
30 0 -1 -1 -1 -1 1 1 -1 -4 -1 1 T F T 

 
Table 8 summarized the sentiment calculation of the result of 
sentiment value for original, ID3-1, ID3-2 and SIM-SUM 
(simple summation). The simple summation is adding the 
value of all the tokens. Then, divide with several Tweets to get 
the final value. In the precision check column, T is True, and 
F is False, which means whether the original sentiment and 
the other sentiment values are the same (true) or not (false). 
Therefore, we have summarized and tabulated the precision 
percentage as shown in Table 9. 
 

Table 9: The Precision Percentage 
ID3-1 ID3-2 SIM-SUM 
42% 50% 66% 
52% 48% 52% 
42% 35% 35% 
36% 32% 31% 
33% 29% 28% 
33% 27% 27% 

 
 
Table 9 summarizes the precision percentage. Based on the 
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result of a precision check, the precision percentage is 
calculated, and it is proven that ID3-2 is the best decision tree 
to be used. ID3-2 has a higher percentage of precision value 
which is 50%, while ID3-2 has a lower percentage of the 
precision value, which is 27%. This is maybe because ID3-1 
uses two attributes, 1 (positive) and 0 (neutral), therefore the 
result is not too accurate since the testing set consists of 3 
attributes which are 1 (positive), 0 (neutral) and -1 (negative). 

ID3-2 produces better results due to having 3 attributes, 
which is the same as testing data. The result of using the 
Decision Tree classifier in RapidMiner Studio, as shown in 
Figure 13. 
 
 
 
 

 
Figure 13: The RapidMiner Studio Output 

 
Figure 13 shows the RapidMiner Studio output that produces 
accurate results, where all the predicted sentiment is 
classified as positive. It is maybe because the calculation 
algorithm is correct such as operators used in the tool. 

5. CONCLUSION 
We can conclude that the live streaming Twitter dataset can 
be composed utilizing Twitter Streaming API and processed 
to be used as a testing set. Besides, a manually labeled Malay 
language dataset can be created to be considered as the 
training set. Apart from that, tweets can be collected in the 
Malay language originated from Malaysia. Moreover, a 
classifier or Decision Tree will be useful to execute in 
determining sentiment values of Twitter data. 
 
The initial stage was to identify the most suitable method that 
can be done to calculate sentiment analysis between decision 
tree and simple summation. We can increase the number of 
tokens. It is known that several tokens will build up a 
sentence. We only took the first 3 to 5 tokens of training data 
for the sentiment analysis to be calculated. Therefore, it will 
not necessarily accurate in terms of training the testing data 

due to an insufficient amount of training data. We can 
conclude that ID3-2 is more suitable for data testing 
compared to ID3-1.  For future work, we believe that some 
artificial neural network approaches and techniques could be 
used for this sentiment analysis.                
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