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ABSTRACT 
 
The existing traditional image steganography methods often 
adopt the selection and mapping approaches. Among all the 
pixels of the cover image, only those which have the 
portability of incorporating the secret bits without noticeable 
distortion are chosen. This results to small integration 
capacity. In this paper, we propose a generic system of image 
steganography that uses the architecture of auto-encoding 
networks based on end to end trained deep Convolutional 
Neural Networks to ensure the process of concealment and 
extraction. The trained network includes two sub-networks, 
one for hiding used by the sender to encode a color image in 
another of the same size. The other for extraction, used by the 
recipient to retrieve the secret image from the received stego 
image. To validate our system, we carried out several tests on 
a range of challenging images dataset publicly available such 
as ImageNet, CIFAR10, LFW, PASCAL-VOC12. Results 
show that the proposed method is generic regardless the 
source of the images used and solves the problem of capacity 
at acceptable PSNR and SSIM values.  
 
Key words: Information security, Image steganography, 
Deep Neural Network, CNN, Encoder-Decoder.  
 
1. INTRODUCTION 
 
Man has always sought to protect his important and sensitive 
data and to make his most important communications 
confidential to others. Nowadays, with the development of the 
internet and its applications such as cloud computing and 
enormous online storage capacities, individuals and 
organizations are allowed to process, access to and exchange 
data. Hence emerges the need to develop new mechanisms 
and technologies to protect data from theft and interception by 
unauthorized parties [1], [2]. 
Cryptography and Steganography are two common 
techniques which are used to remedy this problem. In 
Cryptography, encryption uses certain algorithms to make 
data incomprehensible to unauthorized people, but still this 
encryption attracts attention from eavesdropper which arises 
the possibility that secret data may be hacked. In 
steganography, the idea is to hide the secret message into 
 

 

innocent looking media carriers, this does not create any 
suspicion of third-party [3], [4]. This technique allows to 
transmit the data undetectably; and even more, make the 
secret unintelligible if it is detected. Multimedia files such as 
video, image, sound, text, protocol ..., are used as a cover 
object in steganography. However, the image remains the 
most used as cover object in academic research. Image 
steganography finds its application in many areas such as 
watermarks, confidential data transmission, copyright 
certification, integration of patient's data into their scanner 
images and many other applications [5], [6].  
In general, imperceptibility, capacity and security against 
different attacks are the criteria with which one we can 
measure the performance of a steganographic model. 
Imperceptibility allows us to estimate the similarity between 
the cover image and its corresponding stego image. Capacity 
refers to the average number of bits inserted in each pixel of 
the image cover; it is measured by bit per pixel (bpp). Security 
expresses the possibility to identify the stego image from 
natural images by third-party steganalysis attacks. 
Consequently, favoring one parameter over the others 
influences the performance of a steganographic model. The 
more secret data the stego image hides, the more the quality of 
the stego image is degraded and may become noticeable [7]. 
The choice of the cover image also plays a very important role 
in the security of the stego image; an image rich in noisier and 
edge regions allows data concealment without detectable 
disturbance than an image rich in smooth regions. It is 
therefore essential to seek a compromise between the values of 
these parameters, and especially one which makes it possible 
to obtain good capacity while retaining acceptable values of 
the other parameters [8].  
Because of their simplicity, the Least Significant Bit 
substitution (LSB) methods are extremely popular in image 
steganography. It hides directly the secret bits in the pixels of 
the cover image either in a uniform or adaptive manner, by 
simple substitution or by more improved versions of 
substitution. Although often the visual analysis cannot detect 
the distortion due to the stego image, the fact that the pixels of 
the cover image are modified disjointly causes a disturbance 
in the distribution of the LSB of the pixels of the stego image, 
thus making the image easily detectable by a statistical attack 
[9]–[11]. 
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Alternatively, other researchers suggest searching the cover 
image for the pixels to be modified while preserving the 
statistical distribution of the image. Pixels in texture regions, 
edges, brightness are a better choice for hiding secret 
information than those in smooth regions. Work on 
estimating the payload that a cover image can provide while 
preserving robustness against statistical attacks can be found 
in [12], [13]. 
In [14], the authors use the S-UNIWARD or J-UNIWARD 
algorithm to incorporate more payload into the noisy or 
complex region of the cover image to obtain excellent 
invisibility and security of the stego image. The authors in  
[8], [15]–[18] use edge detectors such as Canny and fuzzy or 
hybrid detection to identify the pixels of the edge regions; data 
is hidden in these regions using improved LSB as a 
substitution method. Results have shown that this technique is 
able to increase the hidden payload while retaining a better 
quality of stego image with good robustness against statistical 
detection attacks. In [19], the authors propose a technique that 
combines the advantages of edge detection and XOR coding 
to increase the hidden payload and avoid detection during a 
steganalysis attack. In short, these works used different 
techniques to define the basic properties of the cover image 
and select the right places for the concealment of secret data 
while preserving its undetectability against visual attacks and 
its security against structural attacks. 
Recently, and after the impressive results obtained by 
merging deep neural networks with steganalysis [20]–[23], 
researchers have attempted to incorporate deep neural 
networks to select LSBs of pixels where data is to be 
concealed. Others have used deep neural networks to 
determine the bits to be extracted from stego images to reveal 
secret message [24]–[26]. 
 
In steganographic models where the hidden secret message is 
a text, it is required at the recipient level that we extract the 
message perfectly (without error). This condition can be 
mitigated to some extent by using the image as hidden 
information. In [27], the author proposes an architecture 
inspired by image compression via auto-encoding networks 
[28] using CNN convolutional neural networks. The network 
of this architecture is composed of three subnets: 
Prep-Network, Hiding Network and Reveal Network. The 
first two subnets encode the secret image into the cover image 
so that the resulting stego image appears as similar as possible 
to the cover image. Both color secret and cover images have 
the same size. The third network allows to extract from the 
stego image the revealed image, it is very similar to the 
encoded secret image. Each network uses a sequence of 5 
convolution layers that had 50 filters each of {3 x 3, 4 x 4, 5 x 
5} patches. This model is different from other existing 
conventional steganography models. It provides large hiding 
capacity (24 bpp) with an acceptable invisibility. However, 
the architecture used in this method is considerably 

complicated and the color of generated stego images is 
distorted. 
 
In [29], authors proposed a deep learning based generic 
encoder-decoder architecture to complete the same task, 
except that they used gray images as secret images. This 
architecture is composed only of two networks (encoder and 
decoder) which are end to end trained. The encoder network 
has two parallel branches: guest branch and host branch. The 
guest branch receives the secret gray image and uses a 
sequence of operations to decompose it into low-level and 
high-level features. The host branch uses a sequence of 
convolution operations to decompose the cover image into a 
hierarchy of features then fusion the extracted features of 
secret image into cover image. Each network uses a sequence 
of 3 x 3 convolution and ReLU layers, except the last layer 
which use 1 x 1 convolution without ReLU activation. 
Experimental results show that this method also offers a large 
hiding capacity (8 bpp) with good invisibility. But, the stego 
image still has the problem of color distortion. 
 
The authors in [30] proposed an image steganography model 
based on the techniques of deep learning. In this model, a 
hiding network is employed to embed a color image into 
another color image of the same size; and an extraction 
network is used to extract the secret image concealed in the 
stego image produced by hiding network. The hiding 
network’s architecture is similar to U-Net structured CNN 
which is composed of two phases: a contraction phase and an 
expansion phase. The contraction phase uses a sequence of 4 
x 4 convolution layers followed by a Leaky ReLU activation 
function and Batch Normalization (BN) operation in each 
down-sampling. In the expansion phase, each up-sampling 
uses 4 x 4 deconvolution layers followed by a ReLU activation 
function and BN operation, except the output layer which use 
Sigmoid activation function to calculate the stego image. As 
for the extraction network, it uses a sequence of 3 x 3 
convolutional layers, followed by a BN operation and a ReLU 
activation function, except the output layer which use the 
Sigmoid activation function to calculate the revealed image. 
On the one hand, this method has significant advantages in 
terms of capacity (24 bpp) and invisibility. On the other hand, 
the architecture of this method is not generic. 
 
In summary, although these works provided a good 
compromise of invisibility and hiding capacity, they still have 
problems of color distortion or they are not generic. In our 
contribution, we tried different networks structures and 
successfully avoided these problems while reaching a better 
compromise of invisibility and capacity. we propose in this 
paper a generic encoder-decoder architecture based on deep 
learning for image steganography. The goal is to hide a color 
image of N x N x RGB in a color image of the same size 
without causing significant and visible distortion to it. The 
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deep neural network decides where the secret bits will be 
embedded and dispersed in the cover image and how they are 
actually encoded. Our approach is strongly inspired by image 
compression systems via auto-encoding networks [28], where 
the system must learn to compress the secret image in 
different parts of the cover image using networks of neurons 
and guaranteeing a better quality for the stego image and the 
extracted hidden image. 
 
The rest of this article is organized as follows: Section 2 gives 
details on the architecture of the convolutional neural 
networks (CNN) of the auto-encoding network and describes 
the proposed method. Section 3 presents the experimental 
results and analysis. The conclusions are presented in section 
4.  
 
2. METHODOLOGY 
 
Instead of using the classical data concealment algorithms 
such as LSB substitution algorithm and its improved versions, 
the authors in [27] proposed image steganographic model that 
uses deep learning based on generic encoder-decoder 
architecture. The location where to hide data is selected by 
ingenious networks of neurons; the network structure of this 
deep model is composed of three sub-networks: Pre-network, 
Hiding network and Reveal network. The structure of the 
network is shown in Figure 1. The pre-network has as input 
the hidden image, its role is to preprocess the secret image. 
firstly, if the size of the secret image is less than that of the 
cover image, then the preprocessing will distribute the bits of 
the original M x M image at N x N (size of the cover image). 
Secondly, it is important to transform the color-based pixel 

functions into more useful features like the Edge information 
to facilitate the encoding of the secret image. The Hiding 
Network is the main masking network, it takes as input the 
cover image and the pre-network's output. As result a 
container image called the stego image. The input size of this 
network is N x N x RGB (original size of the cover image) 
plus the transformed channels of the secret image. Finally, the 
third network is Reveal network through which the receiver 
can decode the secret image from the stego image. 
Unlike [27], our model uses only two networks: the hiding 
network and the reveal network. We train end to end the two 
networks using convolutional neural networks to create a 
container image (Stego image) from a pair of input images of 
the same size (Cover and Secret images) and extract the 
hidden image from the Stego image. Figure 2 shows the 
proposed architecture in detail. 
 
CNN layers are used to learn the hierarchy of image features, 
a hierarchy ranging from low-level generic features to 
high-level specific features. Thus, the encoder network learns 
the features of the two images which allows it to hide the 
details of the image to be hidden in the features of the cover 
image. In other words, the objective is to compress and 
distribute the bits of secret image on all the bits available on 
the cover image. In our method, the hiding network trains 
itself to hide a secret image in a cover image of the same size 
in order to produce an output container image with little 
distortion as possible so that it remains visually identical to 
the cover image. At the same time, the reveal network is 
training to extract the secret image from the stego image 
produced by the hiding network. 
 

 

 
Figure 1: Image steganography architecture based on DNN 
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Figure 2: Architecture of proposed method 

2.1 Hiding network Architecture 
As illustrated in Figure 3, the encoder network of our method 
is designed as plain network receiving as input the cover 
image and the secret image, both are concatenated into a 
6-channel tensor. it is made up of two phases. The first phase 
of the network is designed with a sequence of 3 x 3 
convolution layers, each convolution is followed by a BN 
operation to accelerate learning and a ReLU activation 
function. We start with 64 feature channels and we double the 
number of feature channels after each convolution. After four 
convolution operations, the number of feature channels is 
512. In the 2nd phase, the feature map is oversampled using 
also a sequence of 3 x 3 convolution layers followed by a BN 
operation and a ReLU activation function. At the same time, 
each oversampling operation is cascaded with the 
characteristics map of the corresponding stage of the first 
phase so that the network in this phase learns the functional 

maps of the previous stages. At the last network layer, the 3 x 
3 convolution is applied to compress the convolved feature 
channels into a 3-channel characteristic map followed by a 
BN operation and a Sigmoid activation to calculate the output 
which in this case is our container image or Stego image. 
 

2.2 Reveal network Architecture 
As illustrated in the Figure 4, the reveal network is also 
designed as plain network, it receives as input the stego 
image produced by the encoding network. we apply to this 
image a sequence of layers of 3 x 3 convolution; each 
convolution is followed by a BN operation to accelerate the 
training and a ReLU activation function. But, in the last 
layer, a Sigmoid activation is applied to compress the 
convoluted features channels into a 3-channel features to 
calculate the secret image (output). 

 
Figure 3: Hiding network scheme 
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Figure 4: Reveal network scheme 

2.3 Loss function 
Like in [27], the proposed auto-encoding networks is used to 
encode two images (cover and secret) so that the container 
image (stego image) produced appears as similar as possible 
to the cover image, and that the revealed image produced by 
the reveal network also appears similar to the original secret 
image at a certain threshold β defined by the user. 
Let C and S represent the cover and secret input images for 
the Hiding network respectively, while C’ and S’ represent 
the Stego image and the revealed image respectively. The two 
networks are trained end to end using the loss function as 
follows: 

( , ', , ') - ' - 'L C C S S C C S S     (1) 

 
- 'C C  and - 'S S  are respectively the costs of the hiding 

network and the reveal network. The weights of the error 
term of the Hiding network is not shared with the weights of 
the reveal network, whereas the weights reveal network are 
shared across the entire auto-encoding networks. β is how to 
weigh their reconstruction errors. Training the two networks 
using this equation ensures that the features of the secret 
image are fully encoded on the cover image. Both networks 
were trained using Adam as an optimization method [31], to 
minimize the Sum of Squares Error of the pixel difference in 
the reconstructions.  
 
3.  EXPERIMENT RESULT 
 
In this part, we'll present and discuss the results of our 
experiments. Image Datasets like ImageNet [32], CIFAR10 
[33], LFW [34] and PASCAL-VOC12 [35] have been set up 
to test our training network system. Each database is 
randomly divided into three datasets, namely: training, 
validation and test. All training results have been validated by 
the validation set and the results reported in this document 
are performed on the test set. The Adam learning method is 
used with an initial learning rate set to 0.001 and was 
descended to 0.0001 after 30 epochs of training. All weights 

of our model were initialized randomly using the Xavier 
initialization [36]. The number of images per batch is fixed at 
16. The value β is fixed at 0.75, since in our system we do not 
need to completely reveal the secret image. Of course, the 
parameter β can be set to a higher value to have a better 
quality of the revealed secret image. 
We use the Peak Signal-to-Noise Ratio (PSNR) [37] and the 
Structural Similarity Index (SSIM) [38] as metrics to measure 
our proposed model’s performance. The PSNR checks out 
image imperceptibility by calculating the error between 
corresponding pixels. The more the cover and stego image 
are close, the higher is the value of PSNR. It is calculated as 
follows: 

225510 log10PSNR
MSE
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Where ,pi j  and  ' ,p i j  are the pixels intensity of cover and 

Stego images, C and L are the width and height of the cover 
image. 
SSIM estimates the similarity of the image by calculating 
three terms namely: luminance, contrast and structure. The 
closer the cover image and the stego image, the closer the 
value of SSIM is to 1. The SSIM is calculated using the 
following formula: 

( , ) ( , ) ( , ) ( , )SSIM x y l x y c x y s x y  
Where 

1 2 3
2 2 2 2

1 2 3

2 2
( , ) , ( , ) , ( , )x y x y xy

x y x y x y

C C C
l x y c x y s x y

C C C
    

     
  

  
    

 

x  is the average of x;  y  is the average of y;  2
x  is the 

variance of x; 2
y  is the variance of y; ,x y  is the covariance 

of x, y; C1 , C2 and C3 are the constants to stabilize the 
division weak denominator. 

For the first experiment, pairs of secret-cover images are 
randomly sampled from the CIFAR10 dataset which contains 
50,000 size color images (32 x 32 x 3). We were able to hide 
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one image in another, so hide a payload of 100% (24 bpp) in 
the cover image with acceptable values of PSNR and SSIM. 
As shown in table 1, on the training set, the average values of 
PSNR and SSIM for images generated by hiding network are 
respectively 36.85 dB and 0.9855; as for the images produced 
by the reveal network, the values are 33.66 dB and 0.9714.  
For the second experiment, we used CIFAR10 dataset, as a 
source of cover images and ImageNet dataset as a source of 
secret images. Images from ImageNet were randomly 
selected and resized to 32 x 32 x 3 (same size in CIFAR10). 
On the training set, the average values of PSNR and SSIM are 
respectively 36.01 dB and 0.9824 for Stego images, and 32.75 
dB and 0.9683 for the revealed images. Almost the same 
results are obtained by reversing the sources of cover and 
secret images, as shown in Table 1. In all tables, The PSNR in 
the cover-stego column measures the invisibility of the 
model, whilst the PSNR in the Hidden-extracted columns 
measures the similarity between the hidden and revealed 
secret image, it evaluates the integrity of the model. 

Table 1: PSNR and SSIM values for different runs of the 
proposed algorithm on different datasets. 

Exp
. 

Cover 
Dataset 

Secret 
Dataset 

Cover-stego Secret-reveale
d 

PSN
R SSIM PSNR SSIM 

1 CIFAR10 CIFAR10 36.85 0.985
5 33.66 0.971

4 

2 CIFAR10 ImageNet 36.01 0.982
4 32.75 0.968

3 

3 ImageNet CIFAR10 35.55 0.981
6 32.74 0.967

3 
From these experiences, we can say that the proposed 
auto-encoding network is extremely generic, and that we can 
use the same architecture to reliably guarantee the 
concealment of a secret image in another cover image of the 
same size with acceptable PSNR and SSIM values. 
To test the performance of our system on large images, we 
designed two other experiments on the ImageNet dataset. The 
first experiment concerns images of size 128 x 128, therefore 
30,000 images were randomly selected to form pairs of 
secret-cover images of the training, validation and test sets.  
All these images were then resized to 128 x 128 x 3. The 
average values of PSNR and SSIM respectively are 36.00 dB 
and 0.9692 for container images, and 33.33 dB and 0.9445 
for the revealed secret images as can be seen in Table 2. In the 
second experiment, limited by the computing power, 10,000 
images were selected randomly and resized to 256 x 256 x 3 
to form pairs of secret-cover images. The batch size was set at 
4. The average values of PSNR and SSIM respectively are 
35.22 dB and 0.9554 for stego images, and 32.21 dB and 
0.9338 for the revealed secret images. 
 

Table 2: PSNR and SSIM values for large images from 
ImageNet dataset. 

Exp
. Size Cover-stego Secret-revealed 

PSNR SSIM PSNR SSIM 
1 128 x 128 x 3 36.00 0.9692 33.33 0.9445 
2 256 x 256 x 3 35.22 0.9554 32.21 0.9338 

To further verify the portability of our system on other images 
from different sources, we have run our algorithm trained by 
ImageNet on samples of images from PASCAL-VOC12 [14] 
and from Labelled Faces in Wild (LFW) [13]. 5000 images 
were randomly selected from each dataset to form pairs of 
secret-cover images of test sets. From the results of this 
experiment shown in Table 3, we can say that our algorithm 
can hide images in other cover images with good values of 
PSNR and SSIM regardless the source of these images. 

Table 3: PSNR and SSIM values of our ImageNet trained 
algorithm on FLW and VOC2012 datasets. 

Images 
size 

Cover 
Dataset 

Secret 
Dataset 

Cover-stego Secret-revealed 
PSNR SSIM PSNR SSIM 

128 x 
128 x 3 

LFW LFW 38.47 0.968
6 35.19 0.948

4 

P.-VOC12 P.-VOC12 36.18 0.970
9 33.68 0.947

2 

LFW P.-VOC12 38.37 0.967
8 33.73 0.946

7 

256 x 
256 x 3 

LFW LFW 38.16 0.949
1 34.41 0.941

9 

P.-VOC12 P.-VOC12 35.23 0.958
8 32.38 0.934

9 

LFW P.-VOC12 38.37 0.951
3 32.56 0.938

4 
For a qualitative check of our model. The figure 5 illustrates a 
sample of images from LFW and VOC2012 datasets as well 
as their corresponding produced images. From this figure, we 
can see that the proposed model, even if it is trained on 
ImageNet dataset, it is able to hide and recover images from 
different sources while preserving their imperceptibility. 

       

       

       

       
          (a)                   (b)                         (c)                    (d) 
Figure 5: Sample results of the proposed algorithm on LFW (top 
two rows), PASCAL-VOC12 (last two rows) datasets. (a) cover 

images, (b) Secret images, (c) Stego images, (d) Revealed images. 
 

To make sure that our auto-encoding network doesn't just 
encode the bits of the secret image in the LSBs of the cover 
image. We examined changes to the four pairs of cover-secret 
images randomly sampled from an ImageNet dataset during 
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different training phases. Figure 6 illustrates the results of 
steganography on images produced during the first training 
iterations. at the start of training, the value of the loss 
function is very important, and we note that the hidden secret 
image features are clearly perceptible by the human eye on 
the reconstructed images. Figure 7 shows the results during 
the stabilization phase, the loss value is minimized; the 
reconstructed images are almost identical, and it is difficult to 
perceive modifications in comparison to the origins. To 
observe the effect of the proposed steganographic model on 
the pixel distribution of the images, two other cover images 
are randomly sampled from ImageNet. Figure 8 illustrates 
the histograms of these images before and after the 
steganography process. The histograms show that the 
distribution of the pixel values of the produced images is 
practically the same as original images. we can therefore say 
that the auto-encoding network is trained to encode the 
information of the secret image in each pixel of the cover 
image instead of simply modifying the LSBs of the pixels. 
Hence, the proposed steganographic system is robust to visual 
and statistical attacks. 
 

    

    

    

    
Figure 6: Sample results of the proposed algorithm during first 
iterations. First row represents Cover images, second the Stego 
images, third the secret images and fourth row represents the 

revealed images. 
 
 
 
 
 
 
 
 

    

    

    

    
Figure 7: Sample results of the proposed algorithm during 

stabilization phase. First row represents Cover images, second the 
Stego images, third the secret images and fourth row represents the 

revealed images. 

  
(a) 

  
(b) 

  
(c) 
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(d) 

Figure 8: covers images before and after steganography. (a) cover 
image and its histograms, (b) Stego image and its histograms, (c) 

cover image and its histograms, (d) stego image and its histograms. 
 

The following section describes the results of comparison of 
our method to those of the methods cited in [29] and [39] on 
different Datasets. We note that the Rehman's model and 
Zhang's model use gray images as secret images, ie a masking 
capacity of 33% (8 bpp). Table 4 represents the results of our 
model and those of the Rehman model applied to tiny images. 
Results show that the proposed model can encode a color 

image into another one of the same sizes, thus providing a 
hiding capacity of 100% (24 bpp). At the same time, the 
invisibility criterias of the proposed work are better; the 
PSNR is greater by 2 dB for ImageNet and 6 dB for CIFAR10. 
The SSIM of the proposed work is very closer to its optimal 
value 1 than the Rehman’s method. Table 5 compares our 
model on large images to Rehman's and Zhang’s models. 
These results were obtained by running the ImageNet trained 
models on sample of 1000 images from LFW and 
PASCAL-VOC12 datasets. Results show once more that our 
method guarantees a larger concealment payload of data 
while keeping a good imperceptibility. which is a sign of a 
reassuring invisibility since the stego image is subject to the 
possibility of monitoring and control by steganalysts. Hence, 
the proposed work outperforms Rehman’s method and 
Zhang's model in both capacity and invisibility. 
 

Table 4: Comparison of PSNR, SSIM and capacity values of the proposed method with the Rehman’s model on 32 * 32 size images from 
different datasets. 

Model Cover 
Dataset 

Secret 
Dataset 

Cover-stego Secret-revealed Capacity 
% PSNR SSIM PSNR SSIM 

Rehman’s model CIFAR10 CIFAR10 30.9 0.98 29.9 0.96 33 
Proposed model CIFAR10 CIFAR10 36.85 0.9855 33.66 0.9714 100 
Rehman’s model ImageNet ImageNet 32.9 0.96 36.6 0.96 33 
Proposed model ImageNet ImageNet 34.88 0.9825 32.45 0.9678 100 

 
 
 

Table 5: Comparison of PSNR, SSIM and capacity values of the proposed method with the Rehman’s model and Zhang’s model on 300 
* 300 size images from different datasets. 

Model Cover Dataset Secret Dataset Cover-stego Secret-revealed Capacity 
% PSNR SSIM PSNR SSIM 

Rehman’s model LFW LFW 33.7 0.95 39.9 0.96 33 
Zhang’s model LFW LFW 34.63 0.9573 33.63 0.9429 33 
Proposed model LFW LFW 37.52 0.9597 33.75 0.9498 100 
Rehman’s model PASCAL-VOC12 PASCAL-VOC12 33.7 0.96 35.9 0.95 33 
Zhang’s model PASCAL-VOC12 PASCAL-VOC12 34.49 0.9661 33.31 0.9467 33 
Proposed model PASCAL-VOC12 PASCAL-VOC12 34.89 0.9667 33.43 0.9465 100 
Rehman’s model PASCAL-VOC12 LFW 33.8 0.96 37.7 0.95 33 
Zhang’s model PASCAL-VOC12 LFW 34.45 0.9647 37.59 0.9495 33 
Proposed model PASCAL-VOC12 LFW 34.91 0.9673 34.79 0.9493 100 

 

4. CONCLUSION 
In this paper, we proposed a new steganographic system to 
hide one color image into another of the same size with 
minimal distortion of the images produced. The system uses 
the auto-encoding networks architecture based on end-to-end 
trained deep CNN to ensure the process of concealment and 
extraction. The experiment results prove that our method can 

be considered as a generic method by which various sources 
of images can be used, while guaranteeing an acceptable 
quality in terms of imperceptibility and similarity of the 
images produced compared to the originals. Limited by the 
computing power, we found difficulties in testing our method 
on large images (size more than 300 x 300 x 3). In the next 
step of this paper, we will try to exploit the possibilities that 
neural networks offer us to solve the problem of large images. 
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