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ABSTRACT 
 
Classifying tumors into benign and malignant take time and 
resources; sometimes it takes several radiologists and 
oncologists to diagnose if a tumor is malignant or benign, 
especially if features are hardly distinguishable to the human 
eye. To determine a way to automatically classify if a tumor is 
benign or malignant, the researchers developed a model using 
J48 decision tree algorithm to classify a tumor through 
analysis of cell features extracted by the X-cyt program. Based 
on confusion matrix analysis, the algorithm performed well 
by recording a 95 percent accuracy rate derived from 
confusion matrix analysis. 
 
Key words: Breast Cancer, Diagnosis, Diagnostics, 
Oncology, Pathology, Radiology  

 
1. INTRODUCTION 

 
Most cancers in general are hard to diagnose, especially in its 
earlier stages, when left undiagnosed, the cancer, beginning  
from its primary origin, starts to proliferate to the immediate 
cells around the tumor before metastasizing to other parts of 
the body. Unfortunately, cancers are usually diagnosed during 
stage III or IV, when the patient experiences symptoms by 
which in the third stage, the cancer has already spread to 
immediate cells surrounding the tumor but not yet to distant 
organs.  Addressing this problem leads to saving lives. With 
this, the researchers utilized the efficiency of machine 
learning algorithms particularly decision tree algorithms to 
extract hidden patterns that can be particularly useful in this 
domain.  

1.1 Background of the Study 
Over the past decades, breast cancer is still one of the most 
common cancers [1]. Diagnosing whether a tumor is 

 
 

malignant is of utmost importance in order to provide the 
right treatment. Oncologists for one will never deny the 
benefit of having the technology to automatically classify 
breast cancer types within seconds, saving their time and 
providing more time for the patient’s treatment and 
recuperation. The importance of diagnosing the malignancy 
of cancers has led researchers to study the study of machine 
learning and deep learning including its application [13][2]. 
One of the key machine learning algorithms used in the 
prediction of cancer is decision tree algorithm.  Decision trees 
classifies data into leaf nodes and internal nodes that are 
connected by branches, resembling an inverted tree, with the 
root node in the top most portion of the tree, all for the 
purpose of extracting useful information [3]. Although there 
have been numerous research validating the benefits of 
machine learning in the field of oncology, these papers must 
first undergo thorough validation before they are deployed 
into the healthcare industry.  

1.2 Research Questions 
In this section, the following research questions are 
formulated.  
a. How to develop a model that will classify whether a tumor 
in the breast area is benign or malignant? 
b. How effective the develop model in terms of confusion 
matrix analysis? 
c. How effective the system as perceived by experts using ISO 
9126 metrics? 

1.3 Literature Reviews 
Data Mining is an area under computer science that deals 
with the applications of machine learning algorithms in order 
to develop data models that can be used for prediction, cluster 
and association analysis [4].  
Knowledge Discovery in Databases (KDD) provides a step by 
step mechanism in order to generate useful patterns that can 
be used in different domains.  The main steps of this 
methodology involve data preprocessing, modeling, 
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evaluation and deployment.  It encompasses the different 
applications of the algorithms of machine learning to extract 
guidelines or equations commonly used for generating 
predictive models [5].  

Decision tree algorithm provides a powerful if then else 
statements generated from decision trees. These rule sets are 
generated based on the computation of entropy and 
information gain.  This algorithm has been applied in 
multiple domains and across different domains because of its 
simplicity and structure.  It uses a greedy search approach to 
determine which among the attributes has the highest 
information gain [6].  

 
Many uses decision tree as a technique for data mining for 
classification because of its ability to assess multi-level 
characteristics of a group that can lead to accurate result. This 
methodology classifies a population into branch-like 
segments that look like an inverted tree with a three primary 
node types being the root node, internal nodes, and leaf nodes. 
The algorithm does not require parameters and can efficiently 
deal with large, complex datasets without imposing a 
complicated parameter structure. Furthermore, voluminous 
data can be further divided into training and test datasets. 
Using the training dataset to build a decision tree model and a 
test dataset to decide on optimal efficiency of the model [7].  
 
One of the leading causes of death worldwide is breast cancer, 
especially for women, worldwide [8]. As such, metrics were 
developed to help diagnose breast cancer accurately. [11] 
 
Study has shown that machine learning can be used to detect 
many variations of cancer [12]. Over the years, detecting and 
classifying breast cancer using data mining and machine 
learning technique have been developed. This can be 
categorized into three section: preprocessing, extraction, and 
classification [9]. By preprocessing mammography films, 
stakeholders can visually examine not only the exact location 
of the cancer but its peripheral areas and identify intensity 
distribution. This process makes the interpretation and 
analysis easier [10]. 
 
2. METHODOLOGY 
 
The KDD methodology is presented in the figure below.  
.  
The modified version of the KDD consists of the following 
steps. These steps are very important to extract quality models 
that can be used to convert data into a meaningful form of 
information.  
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
2.1 Data Description 
 
The dataset used in this paper was created by Dr. William H. 
Wolberg in a university hospital at Wisconsin, USA. It was 
contributed by Olvi Mangasarian on July 15, 1992. A 
computer program called Xcyt will be used and digitally scan 
the sample fluid from patients with solid breast masses to 
analyze cytological features. Each attribute is evaluated on a 
scale of 1 to 10, with 1 being the closest to benign and 10 the 
closest to malignant. 

 

Figure 1: The Six (6) Step KDP model (Pal & Jain, 2005) 
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The data can be considered ‘noise-free’ and has 16 observed 
missing values from the Bare Nuclei column, each coming 
from a different instance. Table 3 is a summary of the dataset 
used in this paper. The data consist of 16 missing cells 
belonged to a single column that is bare nuclei column. To 
clean the data, the researcher replaced the data by averaging 
the values of bare nuclei column and putting them in place of 
the missing values which is called imputation. Imputation is a 
technique to replace missing values. The result is 3.46, since 
the values of the data set are only composed of integers; the 
researcher floored the value to 3. 

2.2 Modelling and Evaluation 
The J48 is a reimplementation of C4.5 which is a good 
algorithm when dealing with imbalanced data if some of its 
attributes are configured correctly. Among the decision tree 
algorithms, J48 was the fastest to simulate compared to other 
decision tree algorithms. 

To evaluate the model, classification table was used in the 
study. This pertains to determine the right predictions over to 
the entire number of data occurrences.  
 
3.  RESULTS AND DISCUSSIONS/EVALUATION 
 
This section presents the model extracted using J48 
algorithm. The figure below presents the tree structure, which 

consist of 14 numbers of leaves, and 27-size structure. To 
avoid over fitting and under fitting, the researchers used cross 
validation technique.  
 
Cross validation is a statistical technique that partitions data 
into subset, trains it and use the other for evaluating models' 
performance. To reduce variability we perform multiple 
rounds of cross-validation with different subsets from the 
same data.  

Figure 2: Tree Structure of the Predictive Model 
 

The figure 2 shows that the uniformity of cell size and bare 
nuclei refer as the most significant attribute using gain ratio 
in predicting whether a tumor is malignant or benign. 
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3.1 Data Model Performance 
To determine performance of the model, confusion matrix 
was used. The matrix presents the correctly classification over 
to the total number of instances.  The model predicts a 95% 
accuracy result. This means that the model is very reliable and 
can be implemented in the system. The extracted rule sets can 
predict whether a tumor is malignant or benign. The table 
below indicates the summary result of the model. 
 

Table 2: Summary Result of the Model 
 

 
 
To efficiently test the extracted rule sets derived from the 
classifiers, the researchers provided a simulation before an 
actual decision support system can be developed.  
 

Table 3: Simulation of the Model 

 
 
To determine the effectivity of the model, the rules were 
embedded in a decision support system. The decision support 
system pertains to a live platform using web application that 
predicts whether a tumor is malignant based on certain 
inputs.   

The decision support system provides three main features.  
The first feature is an access of the administrator to input 
necessary values in all the parameters/attributes used. The 
main feature of the system provides intelligent results, which 
uses the extracted rule sets generated by J48 algorithm to 
determine whether tumor is malignant or benign.  The DSS 
also has audit logs, report generation and data visualization of 
all the reported instances predicted by the application.  
 
To determine whether the system is ready for deployment,  
The system was evaluated by experts using purposive 
sampling technique. Purposive sampling is a 
non-probabilistic sampling technique. However, the 
researcher should determine sets of parameters/filters to 
qualify as respondents. The parameters used are as follows (i) 
information technology faculty members (ii) teachings data 
analytics (ii).  
 
 The system is evaluated through its’ functionality, usability 
and reliability using the following presentation of ratings.  

 
Table 5 shows the results for the overall functionality of the 
system. Based from results gathered, the respondents agreed 
the system has the desired functions that aids its execution 
that got a mean response of 4.66; for the statement that the 
system does its functions correctly it got a mean of 4.33 the 
same with precise execution of functions. Lastly, the precision 
of results got a mean of 4. 
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Table 6 shows the results for the overall usability of the 
system. Based from the results gathered, the mean for the 
system usability and its ability to be understood easily is 4.33, 
the user interface has a mean of 4.33. To summarize it all, 
they all got the same mean, which is 4.33 with an 
interpretation of Very Good. 

 
Table 7 shows the overall rating of the respondents. The 
survey revealed that the overall for the functionality area of 
the system is 4.33. It is the same with the usability area of the 
system, which is also 4.33. Lastly, the reliability area got an 
overall of 4.24 which results in an overall rating of 4.3 for the 
entire assessment of the respondents. Based from the results 
of the system, we can conclude that the system functions 
properly as it is expected to. The overall result of the system is 
a 4.3 which has an equivalent interpretation of very good 
based from the scale given. All characteristics of the system 
which are the: Functionality, usability and reliability got high 
interpretation scores which are above average.  
 
4.  CONCLUSION 
 
The procedures and steps in KDD methodology are very 
effective in extracting useful pattern from the . cell features 
extracted by the X-cyt program. The most crucial parts of 
KDD refer to preprocessing and modeling.  Pre-processing 
involves different techniques to improve the quality of dataset 
while modeling checks algorithms’ performance and develop 
predictive and cluster models used to profile and predict 
future instances.  The J48 algorithm has been one of the most 
effective machine learning algorithms for predictive 
modeling. It is a classifier embodied by a flowchart like tree 
construction that has been extensively utilized to embody 
association models, due to its graspable nature that hold to 
mind the human reasoning 
 
The confusion matrix presents the correctly classification 
over to the total number of instances.  The model predicts a 
91.5% accuracy result. This means that the model is very 
reliable and can be implemented in the system. The extracted 
rule sets can predict whether a tumor is malignant or benign. 

5. RECOMMENDATION AND FUTURE WORKS 
The researchers aim to test the dataset using other machine 
learning algorithms. This can provide an experimental 

search, which algorithm best fit in for prediction. The 
proponents would like to extend the study in the future where 
the system will be available through mobile. The software 
design should be improved and other features that can be 
beneficial for the users should be added. 
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