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ABSTRACT 
 
Near-duplicate images detection (NDID) is a different 
image but have similarity in scenery, object and content. 
Research in NDID always related with the database either 
conventional or cloud computing. The content inside the 
database is in high quantities. Various techniques are used 
to help manage, detect and clustering ND images 
contained in the database, but the problem is, how 
accurately detecting NDID in features extraction and this 
study are still ongoing and facing several issue and 
problems. The issue and problem in NDID related to 
detec-tion and clustering the similar images. Therefore, 
this study was conducted to study the techniques that have 
been used previously for de-fined the suitable technique 
that can be used and help in images features extraction 
because features extraction is the most important part in 
NDID research, in order to allow the system to understand 
what requirements and unique structure for different 
images.  The methodology is implemented in five phases 
which are review paper, collecting data, compare data, 
find out strength and weaknesses and come out with 
innovative ideas. The results of this study are to discuss 
the framework for the use of existing techniques to see gap 
for improvement that can be done in subsequent studies..  
 
Key words : : Near-duplicate images detection 
 
1. INTRODUCTION 
 
Daily life activity in uploading images by users through 
various online media applications increase the number of 
images in the online database [1], [2]. This action triggers 
a dumping of identical a few images of an object's position 
or a scene's similar in the image and is identified as ND 
images. According to the [3] study, the percentages of ND 
for images should almost exceed 85% of the equation then 
the image is categorized as ND images. ND Images are 
also similar in terms of the structural arrangement of 
objects and movement in images but differ in colour 
mapping, scaling, rotation, size, and format conversion [4], 
[5]. 
 
Research in near-duplicate images detection (NDID) has 
two different points of view, the first point of view is; 
more images near to the user query in the image detection, 
will increase NDID image similarity and help users to 
have more options to retrieve a similar image that meets 

 
 

the user's requirement. While, the second point of view is, 
wasting of database storage in placing ND images. 
However, despite these two points of view, most of 
researchers agree that the bigger problem faced by online 
images is how the system will help to detect and filter 
roughly similar to the image for matching comparison 
purposes and then clustering the images according to 
similar features and structure of the images [1][6]–[11]. 
 
‘How the system will help to detect and filter roughly 
similar image?’ is the most important research question in 
NDID Research field. The flow and process in NDID 
displaying that this research is definitely important to 
proceed and need to be fulfilled by researcher because a 
system has to be discovered and recognize relevant image 
following by the user query image. In logical declaration 
when the system cannot retrieve relevant result the system 
will be considered as no longer applicable and the user 
will not be engaging with the system in the near-future. 
The aimed of this paper to discuss all important and point 
of view are related in NDID field in a critical thinking way 
and we call it as systematic literature review. Finding for 
this paper is theoretical framework for NDID research.  
 
The arrangement of this paper is structured as follows. 
The first is the introduction, following by elaborate 
discussion in CBIR component in section II. The aim of 
this paper and research questions will be defined and 
described in section III. Briefly, the word in NDID 
challenges and characteristics will be discussed in section 
IV. Next section is about NDID characteristic. Last part in 
this paper is the discussion area will be discussed in 
section VI. 

1.1  Research Background in Content-Based Image 
Retrieval 
Fundamental in content-based image retrieval will be 
described as discovering similar image for query image 
accordingly features structure inside the images. Figure 1 
shows a traditional CBIR technique process. The flows 
starting with user query by uploading either text or image 
into query section then the system will be described the 
query by extract the features, in order to proceed in 
similarity comparison part with images insides database, 
continues by a system need to index and retrieve the result 
following by specific features and component in the 
images.   
 
According to [12][13] traditional CBIR technique have 
five basic elements to perform near-duplicate image 
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detection process. The five elements in traditional CBIR is 
text, color, texture, shape and sketch. First element is text, 
matching in text are performed by a representation of 
images or information contained in the database using 
binary code. Hence, texts used by users when searching 
for information via search engines are processed and 
matched by the text that has been adjusted for images or 
information contained in the database [14].  Text-based is 
using a traditional database to manage images. Through 
text descriptions, images can be organized by topical or 
semantic hierarchies to facilitate easy navigation and 
browsing based on standard Boolean queries. However, 
since automatically generating descriptive texts for a wide 
spectrum of images is not feasible, most text-based image 
retrieval systems require manual annotation of images 
[15], [16]. Obviously, annotating images manually is a 
cumbersome and expensive task for large-scale image 
datasets, and is often subjective, context-sensitive and 
incomplete. As a result, it is difficult for the traditional 
text-based methods to support a variety of task-dependent 
queries [17] due to the fact of that reason, more researcher 
is trying to solve this problem by way of proposed a new 
technique like the color and so on. 

 
Figure 1: Traditional CBIR technique process Redrawn 

from [17]. 

Second element in CBIR is a colour, Colour is the first and 
one of the most widely used visual features in image 
retrieval and indexing [13]. The most important 
advantages of colour element are power of representing 
visual content of images, simple extracting colour 
information of images and high efficiency, relatively 
power in separating images from each other [18], 
relatively robust to background complication and 
independent of image size and orientation 
[19][12][20][21]. The process carried out in this element 
through the decomposition of the colour histogram found 
in the query image and the corresponding match executed 
in colour similar to the image of the query image [22], 
[23]. 
 
The colour histogram method introduced in [24][21] has 
shown to be very effective and simple to implement. Use 
of colour histogram is the most common way of 
representing colour feature [25][21]. Despite some 
drawbacks, the colour histogram had been used in many 
kinds of research and significant efforts were done for 
overcoming its weakness [26][27][28][21]. One the 
disadvantage of the colour histogram method is that it is 

not robust to significant appearance changes because it 
does not include any spatial or texture information 
[27][21].     
Third element are available in CBIR are Texture. Various 
texture representations have been investigated in pattern 
recognition and computer vision. Basically, texture 
representation methods can be classified into two 
categories: structural and statistical [29], [30]. Structural 
methods, including morphological operator and adjacency 
graph, describe texture by identifying structural primitives 
and their placement rules. They tend to be most effective 
when applied to textures that are very regular. Statistical 
methods, including Fourier power spectra [31], 
co-occurrence matrices[28], [32], [33], shift-invariant 
principal component analysis (SPCA) [34], [35], Tamura 
feature[36], Wold decomposition [37], Markov random 
field [38], fractal model [39], and multi-resolution 
filtering techniques such as Gabor and wavelet transform 
[40], characterize texture by the statistical distribution of 
the image intensity [28], [32], [36], [40], [41]. However, 
to differentiate between two or extra object in the image 
need to apprehend the shape first, in order to retrieve an 
excellent result.  
 
Forth element is shape-based technique is formed very 
popular technique compared to other techniques found in 
CBIR. This is because the forming technique is parallel to 
the needs of the user as it helps to elaborate on the 
characteristics of the shapes found in the image, the results 
obtained more precisely than the above three techniques 
[29]. Compared with colour and texture features, shape 
features are usually described after images have been 
segmented into regions or objects [41]–[44]. Since robust 
and accurate image segmentation is difficult to achieve, 
the use of shape features for image retrieval has been 
limited to special applications where objects or regions are 
readily available. The state-of-art methods for shape 
description can be categorized into either boundary-based 
(e.g. rectilinear shapes [45], polygonal approximation [46], 
finite element models [47], and Fourier-based shape 
descriptors [48][49][50] or region-based methods[44][51] 
(e.g. statistical moments [52][53]). A good shape 
representation feature for an object should be invariant to 
translation, rotation and scaling [17]. 
 
Fifth element in CBIR is sketching techniques. This 
element implementation and motivated by children who 
have weaknesses in reading and writing but basically 
children can sketch their imagined image and this study is 
implemented to help children experiment the context of 
their query in the query space through the sketch 
technique obtained the query image results [54]. Sketch 
techniques are implemented through local image matching 
methods by distinguishing query images through spaces 
and matching image features with each space contained in 
the storage images in the database [55]. Early 1990s 
research in Sketch-Based Image Retrieval (SBIR) studies 
have been started [26][56]. Based on the cartoon image 
domain, using sketching technique is far more superior 
than keyword search and more user-friendly [57][58] 
especially children who don't have knowledge in reading 
and writing. Generally, to helping the user find the desired 
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image easily and effectively [59][56] this technique have 
been approached. However, this technique facing 
limitation according to sketching by the user cannot be 
matched with the images in a repository and another 
limitation is sketch features extraction need the right bone 
to be matching and it was not an easy task [60][56]. 
According to [10] traditional CBIR approach have a 
top-notch process in small-scale image dataset. However, 
when the system dealing with a massive or large-scale 
image dataset the system will be going through a little bit 
slow to process image features extraction. This is the 
strong reason why many other researchers proposed a 
various technique in order to resolve this problem.  
 
Thus, in solving the problems faced by traditional CBIR 
technique, various techniques and new models introduced 
to help expand the features of the ND image in the 
implementation of decomposition and matching tasks, 
basically, other techniques are also the expansion and 
extension of the original ideas from the techniques are 
available in the CBIR technique. 
 
Numerous studies and techniques involving in NDID have 
been proposed, below is continues with new expansion 
technique an example is a bag of visual word technique 
and Min-Hash technique [20], this technique focuses on 
ND image clustering through space and position matching 
in the image. While the Singular Value 
Decomposition-Scale Invariant Feature Transform 
(SVD-SIFT) technique [21] emphasizes research using 
catalytic methods to accelerate the process of detecting 
ND images. 
 
Continuously by Visual Salient Riemannian technique [22] 
to identify the prominent key space in the processed image 
and this technique of optimizing the use of databases by 
reducing the ND image detection process. Following by 
Others technique in order to help image features 
extraction is deduplication technique [23]–[25][2]. 
Deduplication technique thereby helping to reduce energy 
consumption that can increase heat production. The 
Similarity Join Operator technique [26][27] detect ND 
images based on the absolute ratio of the absolute equation. 
While Fourier-Mellin Transform [28] techniques to detect 
ND images through rotation of image rotation, image 
scale measurements and invariant changes contained in 
the image.  
 
Then the Haar wavelet technique [28], [29] extracts the 
vector inside the image to determine the distance 
Manhattan objects in the image aim to evaluate the 
precision of the image. While Kernel Hashing techniques 
[30] detects ND images through the diversity of features in 
the images to define the differences between each image 
and converts them into binary images into the kernel space. 
However, most of the proposed techniques more focus on 
image feature extraction for a small-scale image dataset.  
 
Hence, to solve the NDID features extraction problem, 
various other techniques have been introduced. Other 
techniques have been introduced are locality-constrained 
linear coding (LLC) & max-IDF techniques [10]. This 

technique is intended for clustering of ND images through 
the distribution of images into different cluster bucket and 
each space divided by unique key features contained in the 
image. The next action for this technique is to match the 
space ND images to allow cluster the similar image based 
on the unique key features of ND of images. However, this 
research emphasizes more on detection of local features 
extraction image representation. 
 
Previous researchers have concentrated on amending the 
similarity measurement of NDID features extraction. Bag 
of words model was proposed by [31] to utilize the 
advantages of a min-hash technique by extract local 
features. Jaccard coefficient is a part of Min-Hash 
technique and has been used to detect the similarity [31], 
[32]. Although these approaches have shown that they are 
possible to calculate the similarity of NDID, the 
weaknesses are how to directly apply Min-Hash technique 
on large-scale image clustering in order to solve the 
problem [10]. 
 
A few researchers have focused on one part in NDID by 
enhancing of ND image clustering part. They developed 
an interesting algorithm to combine both the local and 
global features to discover the ND of images by approach 
Locality-Constrained Linear coding and max-idf 
technique. The local features are to discover growth of 
seed image and global features is to discover seed cluster 
[33]. However, this technique has a limitation inherent by 
global features [10].  
 
This is followed by [34] who said if we focus just on one 
side either local or global in features extraction, then the 
similarity will increase up to 54% of similarity, while 
hybrid the two types of features extraction area the result 
approximately increases to 65.5%. Hence, a systematic 
literature review on NDID is required to be done because 
of it easy for future researcher find a compiled research in 
NDID topic. An investigation into the systematic 
literature review in which the most important aspects need 
to be accomplished by researchers and functional 
information and statistics must be pulled out [35]. 
 
Based on Scimago Journal & Country Rank research in 
NDID are related and included inside Computer Vision 
and Pattern Recognition (CVPR) category. Before we 
continue in the depth into NDID discussion we clarify all 
the publication are interested in this area. This is because 
we will see how important NDID research.  
 
2. METHODS 
 
The steps in the systematic literature review in this paper 
are documented as below; 
 
2.1 Survey Objective and Research Questions 
 
Survey objective and research question are described in 
section A and statistic on published paper and presented 
papers in different journals and conferences are presented 
in section B.  
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The authors of the current paper have profited from 
"Cloud computing service composition: A systematic 
literature Review"[61], “Guidelines for performing 
Systematic Literature Reviews in Software Engineering” 
[62] to conduct and perform this research. 

2.2. Publication statistics  

The present research objective at collecting and 
investigating all the credible and effective studies that 
have to examine NDID field. More specifically, the 
technique of features extraction and methods of paper will 
be considered, and their characteristic will be described in 
this paper.  
 
To fulfil the above-mentioned objective and identify the 
techniques have been selected by the researcher for their 
studies are covered for which new techniques are 
proposed, dataset and benchmarks have been used. Most 
researchers considered NDID research parameter and 
objective function and user requirement that are important 
in designing these NDID techniques. The following 
statement is the research questions (RQs) are raised. 
 

RQs 1: What are the main objective of the researcher? 
RQs 2: What is the proposed approach and what are the   
            techniques have been used?  
RQs 3: What datasets or benchmark are used for 

features    
            extraction calculation? 
RQs 4: What evaluating procedures have been used to  
           compare the better result in NDID area? 
RQs 5: What others research has been considered in 

each  
            paper to compare the result? 
RQs 6: How the SLR discussion will be give an extra-or 
            dinary view to convince another researcher this 

re 
            search is important? 
 

 
Figure 2: Statistic graph of journal and conference 

publication for two types data are related in CVPR. (Data: 
Scimago Journal & Country Rank) 

In this study, attempts have been made to examine all 
off-journal and conference publication are related to 
image processing under computer vision and pattern 
recognition specific in image retrieval processing field. To 
achieve this goal and answer the research questions in 
section A.  

Based on Scimago Journal & Country Rank (SJR), journal 
and proceeding statistics shows the reduction of a journal 
and proceeding related CVPR listed in SJR ranking from 
2012 to 2016. Research in NDID usually placing under 
CVPR categories and this is the main reason in this paper 
we are choosing CVPR as an important keyword for 
searching NDID research area in journal and proceeding 
publication. The fields involved in the publication of the 
Journal and the proceedings displayed in the graph shows 
in Figure 2. The blue blocks in this graph involving the 
field multi-area such as artificial intelligence, software 
engineering, applied mathematics, computational theory 
and mathematics, human-computer interaction, computer 
graphic, computer-aided design and so on. While orange 
blocks are specific for CVPR area.  
 
Ranking of journal and proceeding publication in CVPR 
area decreased can be caused by several factors. The first 
factor is relating to the specialization of the field in CVPR 
has been restructured according to the suitability of the 
scope in the field conducted by SJR. This can be seen with 
the specialization of the Human-Computer Interaction 
which was previously a field listing with CVPR. 
Furthermore, the second factor is the publication that 
involves the diversity of fields in computer science and is 
no longer specific to any specific area leading to a decline 
in CVPR publishing ranking. However, this decrease does 
not affect the expansion of the study conducted in CVPR, 
especially studies related to CBIR and particularly ND 
image detection.  
 

3. NEAR-DUPLICATE IMAGE DETECTION 

A large amount of data in multimedia such as images, 
videos, audio and animation has been exploding into 
websites such as YouTube, Facebook, Google video, 
flicks, Instagram, Twitter and many others [63]. This 
activity will give negative impact into database 
management system and cause repetition of the same 
image and we call it as an ND image. Nowadays shows, 
more than 80 percent of the web images sources are not 
original [64][11]. This issue makes it this research become 
important because the massive of repetition data need to 
cluster according to their category.  

3.1. Near-Duplicate Image Detection Problem and 
Issue 

In this section, we will be discussing problem and issue in 
NDID from the previous researcher. The widespread 
problem in NDID is how to extract image features and 
cluster the large-scale image dataset and it's very 
challenging for effective indexing and retrieval [10], 
[66][1][77]. Below are several discussions of the specific 
issue and problem in NDID and clustering from the 
previous researcher. 
 
First issue inside features extraction in image management 
system is image clustering and this part are very important 
because will help image management system structure 
their image according to the same image features 
similarity. Without thinking about the sizes of images sets, 
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the ND images clustering issue can be dealt with as a 
confined CBIR issue, and it isn't exceptionally hard to 
support the identification of ND images from small-scale 
images datasets. But, when the images dataset scale 
increments to a huge level, a few significant issues may 
arise. Firstly, the computation complexity for most 
clustering algorithm is O(n2) or significantly more, in this 
way they can't specifically be applying for distinguishing 
ND images from large-scale images datasets. Secondly, 
most clustering algorithms are huge data dependent, 
which may not ready to help parallel computing. Thirdly, 
the highlights utilized as a part of the customary CBIR 
algorithm are generally in high dimension, which may 
bring about high computational complexity calculation 
[10]. 
 
Second issue is the greater part of the spots of interests has 
a tremendous number of images shared by the worldwide 
user. Meanwhile, some of the images are upload, already 
adjusted and duplicated by the different user previously 
being partaken in social networks. Likewise, there exists a 
huge number of ND images in the website. The current 
ND images processing approaches mainly focused on 
finding the ND images, where an inquiry image is 
required. Be that as it may, how to process the ND images 
clustering automatically from the web-scale social images 
is very difficult  [66]. 
Third issue in NDID is computational proficiency, the 
vectorially representations were first implanted into 
binary codes in a few works [78], [79]. In this specific 
circumstance, a key issue was to guarantee that the images 
that were comparable in the original vector space ought to 
be low dimension [73]. In the binary code space. The ND 
images comparability can be effectively figured out by the 
Hamming distance between the binary codes. In spite of 
the simple way, representing an image by a single vector, 
as a rule, neglects to adapt to the varieties among the ND 
pictures as shown in [80]. Moreover, the dimension of the 
images features must be resolved from the earlier, before 
solving the images characteristic. What's more, the vectors 
are bad at displaying the connections among a few 
sections of the image [73]. 
 
Fourth issue in NDID is multimedia data indexing is a 
challenging process because of calculation dimensionality 

and it's much debated among researcher.  Thus, the design 
of special indexes for multimedia has been a currently 
functioning of research  [82][68] and recognizing an 
image that has been conceivably altered in NDID is a vital 
request of numerous applications, frequently including 
large-scale image datasets, extending from several 
thousand to a huge number of images. The undertaking is 
made complex in light of the fact that the query image is 
only here and there an perfect similarity of the reference 
images in the database, having endured numerous 
conceivable changes, including cropping and occlusions, 
changes of scale, rotation, non-affine geometric 
transformations, photometric and colorimetric changes, 
compressions and noise, and other arranged 
transformation, such as dithering and fancy artistic side 
effect [68]. 
 
The last issue in NDID is false positive is a complicated 
issue for large-scale image clustering since encoding the 
original features into binary codes isn't a simple issue. 
next, the learning-based hash techniques require various 
iteration for preparing the models, which may set aside a 
ton of time for a large-scale image dataset. these 
techniques are altogether intended to keep running on a 
single machine. for the issue of large-scale image 
clustering, huge quantities of an image cannot fit on one 
single machine and can't basically apply the conventional 
calculations to help NDID clustering [10]. 
 
Based on a previous research problem, a various hybrid 
technique has been approach, all the approach technique 
will be including with algorithm for features image 
detection and clustering. In section 4.3 comparing and 
discussion NDID algorithm has been proposed by 
previous researcher. 

3.2  Comparing NDID algorithm 

In this section, we discuss about and evaluate NDID 
present- day algorithm that has been approach and 
practice by the previous researcher. According to the 
ordinary lookup and finding, the new researcher found 
many strategies how to solve the bother are associated to 
NDID that can purpose the hassle on NDID.

 
Table 1: compile of algorithm in NDID research area 

 
Reference Techniques Algorithm Justification 

Zheng et. al. 2012 
[63] 

Rotation, Scale, Translation 
(RST) Invariance features + 
Salient Covariance Matrix 
(SCOV) + ICA Independent 
component analysis 

 

“Note that because H1...H2 consists 
of only binary coefficients (1and 1), 
the projections therefore only contain 
addition operations which is a great 
deal less difficult than doing 
real-value multi- plication ”. 
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Bueno et. al. 2012 
[68] 

Scale in Variance Features 
Transform (SIFT) 

 

Those that correspond to features 
between “correct” images (between 
near-duplicates) and those between 
“incorrect” (unrelated) images. 

Dong et. al. 2012 
[4] 

Scale in Variance Features 
Transform (SIFT) 

 

Can be applied to improve recall 

Z. Li & Feng 2013 
[67] 

Locality Sensitive Hashing + 
K-Nearest Neighbor 
SIFT + K means + BoVW 

 

In some features the question images 
may additionally moreover now not 
have a correspondent near-duplicate 
in database (absent queries). In these 
situations, the Bayesian search 
proposed till now cannot study an 
absent query, and many, or even all 
the sides of a query images would be 
processed to get hold of no reply or a 
wrong retrieved image. 

Kalaiarasi & 
Thyagharajan 
2013[69] 

Colour Texture Moment 
(CTM) 

Not mentioned  

J. Wang 2013 [70] Strong Geometry 
Consistency (SGC) + Scale 
Weighting 

 

The error of spatial areas of the 
detected feature points is 
(empirically) assumed to be inside 5 
pixels. 

L. Li et. al. 2013 
[71] 

Bag of Visual Word (BoV) 

 

The discriminative power of the 
traditional BOV model is limited by 
quantization errors 

J. Li et. al. 2014 
[66] 

Color Moment + Wavelet 
Transform + SIFT 

 

Two images have sufficient matched 
SIFT point pairs 

Battiato et. al. 2014 
[72] 

Bag of Visual Word (BoVW) 

 

Search for the same scene with 
possibly different photometric and/or 
geometric variations, given an image 
as query. 

L. Liu et. al. 2015 
[73] 

K-Nearest Neighbour 

 

With each image represented by a 
signature, calculating the similarity 
between two images transforms to 
the similarity computation between 
two signatures. 

S. Kim et. al. 
2015[74] 

Min-Hashing + Jaccard 
Similarity 

 

Efficiently partition images into 
buckets, where the images having the 
same sketch. 

F. Nian et. al 2015 
[9] 

Bag of Word 

 

A distance of zero indicates that they 
are very similar or have little 
variation 

H. Wang et. al K-Mean Clustering + Bag of Not mentioned  
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2015 [1] Word 
L. Carvalho et. al. 
2015 [75] 

K-Mean Clustering 

 

The distances between elements si,sj 
and returns the ordinal in (1), we 
employ F as an aggregate function 
that receives classification of the 
dissimilarity values. 

Zhao et. al. 2016 
[10] 

Locality Linear Coding + 
MaxIDF-cut + K-Means 
clustering 

 

Using maxIDF cut can achieve better 
performance for duplicate clustering 
and LLC may lead to an image 
representation that is not 
discriminative enough for 
near-duplicate images clustering 

M. Alsmadi 2017 
[76] 

Canny Edge Detection+ Great 
Deluge Algorithm 

 

Comparison chromosome structure 

R. Hassanian & 
M.K. Javad 2018 
[11] 

Min-Hash 
Locality Sensitive Hashing 

 

constructs signatures that are more 
compact by generating single bits 
using the parity of the minHash 
values that result in the reduction of 
required storage and the search time. 

Based on finding which state in Table 1. We can see the 
large problem in NDID discipline with the aid of 
preceding researchers are focusing on how to differentiate 
between an incorrect and right images that is close to the 
query image both in local or global shape in the images 
[67], [68]. They proposed many methods such as impartial 
component analysis (ICA) and scale invariant facets 
transform (SIFT), this is allowed how to extract seed 
structure from the photographs or in a different word is the 
matrix that is filling in the images structure contain.   
Besides that, another researcher is focusing on the 
distances structures (Bag of Word; K-mean clustering) 
that are contained in the images. From this lookup they are 
attempting to calculate and evaluate the distances every 
image and if the distances in images are close to and 
similar to the different images in database they classify as 
near-duplicate. However, this algorithm will be going 
through a huge complex image structure because, if the 
images are now not similar but have a small distance they 
still expect that image are similar. 
 
A few researchers involved how to speed-up the time 
similarity detection in NDID research [11]. Speed-up the 
time in detection similarity will make consumer fulfil 
because they will locate the images barring need ready for 
the NDID process the images. But they nevertheless want 

to focus on features extraction in order to make sure the 
image has higher similarity detection.   

4. DISCUSSION 

4.1 Objectives of Research 

To reach the first research question RQs1 and accomplish 
a complete perspective of the theme, it is basic to classify 
the objective of the researches. The objective of the 
considered papers demonstrates the presence of ten 
different focus objective, RO 1 to RO 10, in which each 
paper can be set in at least one classifications, as portrayed 
in Table 2. In light of Table 2, the biggest measure of 
specialists' consideration has been centred around RO 1 
and there is a huge contrast as far as consideration paid in 
the writing  
 
RO 3 and RO 2. This distinction might be claiming many 
researchers agree clustering in ND images are important 
but the most important things in NDID is how we can 
represent and extract the images features structure, 
because the system needs to acknowledge the unique ND 
image features structure before proceeding with clustering 
part in order to place the ND images following their 
unique categories. The research objective from the 
previous researcher is described as below

Table 2: Entire research objective related in NDID area investigate by researcher 

Reference Techniques Local 
/Global O 1 O 2 O 3 O 4 O 5 O 6 O 7 O 8 O 9 O 

10 

Zheng et. al. 
2012 [63] 

Rotation, Scale, Translation 
(RST) Invariance features + 
Salient Covariance Matrix 

(SCOV) + ICA Independent 
component analysis 

 Global √ √  √ √     √ 

Bueno et. al. 
2012 [68] 

Scale In variance Features 
Transform (SIFT) Local √  √        

Dong et. al. 
2012 [4] 

Scale In variance Features 
Transform (SIFT) Local √  √        

H. Wang et. al. 
2012 [81] 

Scale In variance Features 
Transform (SIFT) + 

Histograms of oriented 
Gradient (HoG) + BoF + 

K-Mean Clustering 

Local √ √ √    √    
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Figure 4: Number of two column a) Repetitions RO categories b) Percentage of RO categories

Finding the ND images for given input images, where a 
query image is required and Enhance productivity of 
NDID while maintaining precision: how to discover and 
deal with the ND image consequently from the web-scale 
social images is extremely difficult [66]. 

1. To detect and cluster ND images into their specific 
category in Large-scale image dataset [10].   

2. To encode an image as a binary vector, which is 
called Local-based Binary Representation (LBR).

 

Table 3: Utilizes tools; Dataset; Dataset sources and Image dataset parameter considered
 

References Tools Dataset Dataset source Image Dataset Parameter Considered 
L. Zheng et. al. 

(2012) [63] 
Not Mentioned General Images  collected from 15 viewers on 

1003 images, including 779 
landscape images and 228 

portrait images. Flickr  

resizing plus JPEG compression  
cropping image surface  

strong transformations including print & scan, 
contrast change, blur, etc. 

Bueno et. Al 
2012 [68] 

Not Mentioned General images containing 110,000 unrelated 
images obtained from the 

Web (Random). 

Strong editing by cropping, rotation, scaling, 
shearing, gamma correction, and dithering. 

H. Wang et. al. 
2012 [81] 

Java 1.7 
Hadoop 1.0.1 

Hollywood 
action & Human 

Action 

Not mentioned sources 
(200 to 400 Images) + (12790 

videos) 

To detect interest points for both images such as the 
Harris-Laplace detector  

Z. Li & X. Feng 
2013 [67] 

Not Mentioned includes 157 
original 

INRIA CopyDays dataset 
(229 transformed images for 

Image resizing followed by JPEG compression 
ranging from JPEG3 to JPEG75,  

Z. Li & Feng 
2013 [67] 

Locality Sensitive Hashing + 
K-Nearest Neighbor 

SIFT + K means + BoVW 
Local √ √ √  √    √  

Kalaiarasi & 
Thyagharajan 

2013[69]  

Colour Texture Moment 
(CTM) Local √  √  √   √   

J. Wang 2013 
[70] 

Strong Geometry Consistency 
(SGC) + Scale Weighting Local √  √        

L. Li et. al. 2013 
[71] Bag of Visual Word (BoV) Local √  √   √ √    

J. Li et. al. 2014 
[66] 

Color Moment + Wavelet 
Transform + SIFT 

Local 
& 

Global 
√  √ √     √  

Battiato et. al. 
2014 [72] Bag of Visual Word (BoVW) Local √  √     √   

L. Liu et. al. 
2015 [73] K-Nearest Neighbor Local √  √        

S. Kim et. al. 
2015[74] 

Min-Hashing + Jaccard 
Similarity Global √   √   √    

F. Nian et. al 
2015 [9] Bag of Word Local √  √        

H. Wang et. al 
2015 [1] 

K-Mean Clustering + Bag of 
Word Global √ √  √       

L. Carvalho et. 
al. 2015 [75] K-Mean Clustering Local  √ √    √    

Zhao et. al. 2016 
[10] 

Locality Linear Coding + 
MaxIDF-cut + K-Means 

clustering 
Local  √ √        

M. Alsmadi 
2017 [76] 

Canny Edge Detection+ Great 
Deluge Algorithm Local √  √        

R. Hassanian & 
M.K. Javad 
2018 [11] 

Min-Hash 
Locality Sensitive Hashing Local √ √ √    √    
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images which 
containing a 

variety of scene. 
Trademark & 

Landmark 

the strong transformation) 
Flickr 

1000 images collected 
Google Images 
1,000 images 

Cropping ranging from 5% to 80% of the image 
surface,  

Strong transformations: print and scan, paint, change 
in contrast, perspective effect, blur, very strong crop 

and so on. 
J. Li et. al 2014 

[66] 
C/C++ 

Server with 
2.0GHz CPU 

and 24GB 
memory 

General Images 
& Landmark 

and landscape  

COREL5k 
5000 Images 

The Oxford Buildings Dataset 
5000 Images 

Flickr 
5,200,000 images taken from 
1,447 different places all over 

the world. 
WIKI.com 

 

Modified and copied by other users before being 
shared in social communities 

F. Nian et. al. 
(2015)[9] 

Not mentioned General images Google 1260 images 
 

Several TV programs  
 

Video 24 hours data. 

Focusing in ND images dataset and defined with those 
variations: resizing, cropping, changing luma and 

chroma, adding text or watermark, changing layout 
slightly 

H. Wang et. al 
2015 [81] 

Java virtual 
machine 
C/C++ 

GPU – Cuda C 
environment. 

HDFS 

13,137 Videos Google Video 
 

Yahoo Video 
 

YouTube 

Hamming distance image dataset 

W. Zhao et. al. 
2016 [10] 

Hadoop 2.4.0 
for images 
clustering 

100M General 
Images Dataset 

Yahoo! Webscope Yahoo 
Flickr Creative Commons 

100M (YFCC-100M) dataset 

Discriminative representations of similarity images. 

M. Alsmadi 
2017 [76] 

Not Mentioned Chromosomes Coral Dataset 
consists of 10,908 different 

images with the size of 256 * 
384 or 384 * 256 for each 

image. 

crossover, mutation (genetic operators) and great 
deluge algorithm local search in order to generate new 

chromosome. 

R. Hassanian & 
M.K. Javad 
2018 [11] 

Not Mentioned General data 
and Articles  

GoldSet corpus 
Stanford University 

2,160 manually labelled news 
articles in 68 directories 

to detect clustering of document 

 
3. Local regions are extracted densely from the image, 

and each region is converted to a simple and 
effective feature describing its texture [9]. 

4. To encode an image as a binary vector, which is 
considering as Global-based Binary 
Representation (GBR). Global regions are 
separated thickly from the images, and each region 
is changed over to a straightforward and successful 
part depicting on texture images [83].  

5. Qualitative or Quantitative transformation method. 
6. General or specific dataset for testing part. 
7. To productively detect and speed up searching 

them is imperative to applications, for example, 
copyright infringement identification and 
discovering interchange variants of existing images 
[4]. 

8. To reduce redundancy of database spacing for ND 
images. 

9. To protect the intellectual property rights of the 
content originators and creative artists. 

10. To filter out the non-salient regions from an image, 
which also helps to eliminate some background 
noises in the images. 

11. To improve user experience in search engine. 
12. To increase the efficiency of tagging the document 

by reducing the need for manual inspection of the 
document. 

 
Figure 4 shows two type of graph; a) is repetitions RO 
categories and b) is a percentage of RO categories. Based 
on previous RO have been achieve by researcher in NDID 

are more focus on RO 1; finding the ND images for a 
given input image, where a query image is needed and 
Improve efficiency of NDID while maintaining accuracy: 
how to find and manage the near-duplicate image 
automatically from the web-scale social images is very 
challenging. From RO 1 the system will recognize 
different features in a different image and similar features 
in the different image.  
 
The second higher RO in NDID research is RO 3. 
Occasionally the different image has similar scenery but 
the different object or people in the images so that this the 
strong reasons why many researchers more focus in RO 3 
compare to RO 4. Otherwise if image similarity detection 
more focus on global encodes binary will disturbing user 
activity by uploading images that have similar scenery but 
the different person in the images. Another objective that 
approaches in NDID is the main contribution for every 
researchers and novelty for their research. 
 
Based on numerous objective in RQs 1 from previous 
researcher, research question number 2 (RQs 2) has been 
develop. Literature review result and discussion in section 
2 and section 4.3 indicate all related technique and 
algorithm has been approaching to solve and justify image 
features extraction. Those technique facing the different 
problem and because of that multi-hybrid technique are 
approaches to solve the NDID features extraction. The 
different dataset has a different calculation on image 
features extraction, not all approaches technique can solve 
similarity on unique image dataset (e.g.: such as heritage, 
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scientific, architecture and so on) from this situation 
choosing the right technique will help increase the 

similarity detection in NDID and this answering the RQs 
3.    

 
This response for RQs 4 in evaluation for comparing a 
significant result. The calculation technique for a better 
result in order to get precision and recall value has been 
applied by many previous researchers in NDID area. 
Many other researchers agree with the following three 
criteria to measure the performances of NDID. They are 
precision (PR), recall (RC) and F- Measure, which are 
expressed as follows [66][10], [74], [94], [95]; 

 
PR = AS/AC * 100%                                                          (1)  

 
RC = AS/TC * 100%                                                          (2) 

 
F – measure = 2* PR * RC                                                                                                 
                           PR+RC                                                    (3) 
 
where AC is the number of detected NDID, AS is the 
number of correctly detected NDID, and TC is the number 
of NDID in ground truth [66]. 
 
To address RQs 5 and RQs 6 by developing Theoretical 
Framework (TF) are shown in Figure 5. This TF are 
helping to summarize all the related technique has been 
applying in NDID research area and helping another 
researcher to recognize suitable technique will be applied 
in different group images and dataset. Various studies and 
techniques involving in ND image detection have been 
carried out as a bag of visual word technique and 
Min-Hash [84], this technique focuses on similarity image 
through space and position matching in the different 
image. While the Singular Value Decomposition-Scale 
Invariant Feature Transform (SVD-SIFT) technique [85] 
emphasizes features extraction using catalytic methods to 
accelerate the process of detecting the similarity of images. 
Next, the Visual Salient Riemannian technique [63] seeks 
to identify the prominent key space in the processed image. 
The technique of optimizing the use of databases by 
reducing the ND images same as the technique of data 
deduplication [86]–[88]. Otherwise, the data 
deduplication technique thereby helping to reduce energy 
consumption that can increase heat production. Next, the 
Similarity Join Operator technique [75][89] assessed the 
ND images based on the absolute ratio of the absolute 
equation. Fourier-Mellin Transform [90] techniques 
measure similarity through .
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Figure 5: Theoretical Framework of existing Technique in NDID 
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rotation of images, image scale and the invariant change 
contained in the image. Thus, the Haar-wavelet technique 
[91][92] extracts the vector found in the image to determine 
the distance of the Manhattan object in the image to assess the 
accuracy images. According to [93] Kernel Hashing 
technique is allowed detects ND images through the diversity 
research of the features contained in the image in order to 
define the differences of each image and converts to the 
binary image and place into kernel space. However, most of 
the techniques described are more focused on image 
extraction for small-sized databases. 

5. CONCLUSION 

This investigation demonstrates that all NDID research can be 
group into 5 groups: a) Query of images, b) Features 
extraction, c) Similarity measurement, d) data/image 
clustering, e) output either indexing or retrieving ND image. 
Based on Table 2 and Table 3 research in NDID more focus 
on how to enable the system to understand what the user needs 
by calculating the features representation in the data or images 
according to multi-technique have been proposed in the 
literature review. 
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