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ABSTRACT 

Mushroom possesses potential benefits in terms of 
antioxidants, which are essential to the body. There are 
various health benefits one can get on consuming 
mushrooms, but not all types are said to be editable. There 
are types of mushrooms that are poisonous. The research 
aims to classify which among the mushroom are edible and 
poisonous based on given attributes such as odor, shape, 
texture, and color. The data set is originally donated from 
the Machine Learning Repository Department of the 
University of California in Irvine. This research focuses on 
analyzing the performance of the classification algorithms in 
mushroom poisonous detection. The researchers utilized the 
Knowledge Discovery in Databases processes in performing 
pattern extraction and performance analysis of algorithms. 
The decision tree method that is based on the entropy and 
information gain calculations has the highest computed 
accuracy result compare to other classification algorithms.  
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mining, mushroom 

 
1. BACKGROUND OF THE STUDY 

 
A mushroom is a form of plant-like that is known as fungus. 
Fungi bear large fruit bodies to be considered as a 
mushroom. Mushrooms can't produce their food in the 
presence of sunlight because of insufficient chlorophyll as 
compared to other plants. Mushrooms differ from their 
color, forms, shapes, and sizes. They occur in a wide variety 
of habitats on rotting logs of the woodland ranging from 
cold polar to hot extreme tropics down to the above-ground 
to below ground of the forest. 

Mushrooms are special due to their edibility countries treat 
and consumed mushrooms as a kind of high nutritional value 
on food. The mushrooms that aren’t toxic happen to be 
utterly healthy and delicious as well. For the previous years, 
mushrooms have been used for their ability to add a 
distinctive taste to lots of different cuisines [1].  

 
Although mushrooms are fungi, mushrooms belong to the 
vegetable category for cooking purposes that allows adding 
extra flavor without sodium and fat. However, only a few of 
them are edible. Distinguishing edible and toxic mushroom 
species need to be extra cautious to feature as there is no 
single characteristic by these dangerous mushrooms can be 
recognized, and not even one by which all consumable 
mushrooms can be recognized [2]. 

 
Several species of mushrooms are considered poisonous. 
Poisonous mushrooms can be hard to identify in the wild; 
despite that, some bear a resemblance to edible mushrooms, 
consuming them could mean danger [3].Addressing this 
problem is crucial as it can lead to harmful effects from 
ingestion of toxic substances present in mushrooms in which 
can eventually leads to gastro intestinal problems.  

 
Consuming mushrooms that are seen in the wild is risky and 
ought to only be take on by people who are well-informed in 
recognizing mushrooms. The finest practice for the wild 
mushroom foragers is to focus on combining a small number 
of visually distinct edible mushroom species that cannot be 
easily confused with poisonous ones  [4].  

 
The researchers aimed to provide a way by analyzing the 
dataset and extract useful pattern to determine whether a 
mushroom can be poisonous or not based on physical and 
certain attributes.  
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1.1 Research Questions 
 
a. How to evaluate the performance of classification 

algorithms in mushroom poisonous detection? 
 

b. How to evaluate the developed system using a 
modified questionnaire based form ISO 9126 
metrics? 

 
2. LITERATURE REVIEW 

 
Data Mining focuses on development of knowledge form 
datasets using machine learning techniques. It is also  the 
application of a specific algorithm to extract patterns from 
data and transform it into information which can be used in 
different domains. [5]. 

 
Ottomet al. in [6] explored the use of data mining techniques 
in predicting whether the mushrooms are poisonous or not.  
In their study, the researchers have employed the use of 
neural network (NN), Support Vector Machines (SVM), 
Decision Tree, and l Nearest Neighbor (kNN).  

 
Knowledge Discovery in Databases (KDD) refers as a 
structured way to develop predictive and cluster models that 
can profile and predict future instances.  The main steps of 
KDD involve data preprocessing, modeling and evaluation. 
[7].  

 
Decision tree algorithm has been applied in multiple 
disciplines, which include medicines, education, and 
business.  It provides a tree based structure that presents 
nodes and stems connected in the root node. The root node 
serves as the highest information gain meaning it has the 
significant relationship towards the target variable  The 
extraction of rule sets can be converted into decision rules.  
[8].  

 
Naïve Bayes is a probabilistic analysis, which follow the 
Bayes theorem which determines the probability of an event 
to occur given sets of evidences[9].   
 

 
Neural Network is a powerful algorithm that can train the 
system to produce the desired output. It is also called the 
learning algorithm where it has the ability to update weights 
and improve and optimize its prediction accuracy using feed 
forward and back propagation techniques [10].  
 

3. METHODOLOGY 
 

In order to solve the research questions, the researchers used 
Knowledge Discovery in Databases to extract hidden 
patterns form mushroom dataset and developed modified 
instrument used to evaluate system in terms of ISO 9126 
metrics.  

 

3.1 Knowledge Detection in Databases 
The researchers used the adapted steps of Knowledge 
Discovery in Databases indicated in the figure below.  

 

 
Figure 1:Six (6) KDD model. 

 
The adapted version of the KDD consists include six (6) 
unique steps. The KDD is a data mining methodology which 
presents step by step process in extraction of data models 
used for prediction and cluster analysis.  
 

3.2 Problem Understanding  
This specific section involves the researchers to provide a 
deeper understanding the problem and its constraints. This 
leads to potential and probable solutions that may be created 
to solve the problem. 

3.3 Data Understanding  
The researchers used the data from the repository of the UCI 
machine learning. This section determines the rational of the 
research and potential of the data to achieve researchers’ 
goals.  The data is lifted from Gary Lincoff, a mycologist 
whose enthusiasm to mushrooms led him to become the 
author, editor, and teacher at New York Botanical Garden 
[11]. 

 

3.4 Data Preparation 
Data preparation provides a cleanup stage in data mining 
process. It solves data quality issues and problems by 
providing several data preparation techniques which include 
data imputation, data dimension reduction and feature 
selection.  
 

 
The data set composes of 8124 number of rows of data 
records and total of 22 attributes. Each mushroom species is 
identified as class of edible and poisonous. Table 1 
summarizes the attribute which are used for classifying 
mushrooms. 
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Table 1: Attribute Information 

 
 
The mushroom data set includes the conclusion on the result, 
which corresponds to whether the species is under the 
category of edible or poisonous. The analysis shows that the 
more the number of records and attributes better is the result. 
But the variation is too less. The motive is to find out 
whether these given attributes are necessary or not. 
 

Table 2: Data Set Information 

 
There are missing values on the mushroom classification 
data set, the proponents use the symbol ‘?” on classifying the 
missing data on the given set of attributes. 

 
To improve the quality of the dataset, the researchers used 
imputation technique.  Data imputation is the representation 
of missing values in a data set. Missing values can increase 
the chances of producing errors and inaccuracy that limit the 
reliability of confidence importance.  
 
3.5 Modeling  
 
The KDD procedure's main focus is modeling. This process 
refers to the extraction of data models, which can be for 
predicting and clustering.  The researchers utilized 
classification algorithms since the target variable is defined. 
Classification algorithms are classified as supervised 
learning. 

 
3.6 Neural Network  
The algorithm of the neural network is effective in utmost 
cases of sorting problems because of its learning algorithm. 
Figure 2 below indicates the basic neural network algorithm 
structure. It consists of hidden, input and output layers.  

 

 
Figure 2: Neural Network Basic Architecture 

 
The input layer presents all the necessary inputs used in the 
model.  The hidden layers are results of the summation of all 
inputs and its corresponding weights and transformed it into 
a continuous or nominal values using activation functions.  
The basic neural network functions presents into two main 
processes, which include feed forward and back propagation 
methods.  The main gist of feed forward method is by 
providing a randomized weight of all edges, which is being 
used for all computations in providing prediction results. 
Error rates will be minimized using back propagation 
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method.  This is part of the optimization technique of the 
neural network algorithm where edges will be updated to 
minimize the prediction errors from the actual and predicted 
instances  
 
3.6.1 Rudimentary Neural Network Algorithm  

1. The weights of the edge will be initialized at 
arbitrary ways  

2. Use feed forward technique to get the actual 
predicted values.  

3. Calculate the prediction error from the predicted 
and actual values  

4. Update the edge weights using back propagation 
method.  

5. Use feed forward technique again to get the actual 
predicted values and calculate predicted error.  

6. The algorithm dismisses when the network blunder 
is already optimized.  

 
3.7 Naïve Bayes Algorithm  

 

 
3.7.1 Basic Naïve Bayes Algorithm  

 
1. Calculate prior probability  
2. Determine likelihood probability with each attribute 

for each class 
3. Input these value in Bayes Formula and calculate 

posterior probability 
 

3.8 Decision Tree Algorithm  
One classification algorithm usually used for predictive 
modeling is the decision tree algorithm. The decision tree 
produces a tree-based classification which is one of the 

successful classification algorithms used by experts and 
converted them into powerful classification rules  
Decision tree algorithm such as ID3 splitting technique is 
based on the calculation of entropy and information gain. 
Information gain theory in machine learning refers to the 
amount of information gained about a random variable or 
signal from observing another variable. It consists of nodes 
and creates a tree-like structure which being called decision 
nodes. [8]. 

 
Decision tree is considered as one of the easily 
understandable classification technique.  It utilizes both 
entropy and information gain in training and learning that 
can be useful in giving insights about attribute influence 
[12].  

 
3.8.1 Basic Decision Tree Algorithm  

1.  Compute the entropy for the entire dataset 
2. The following steps must be formed for every 

attribute 
a. Compute the entropy of each attribute  
b. Determine the average information entropy  
c. Compute the information gain 

3. Pick the highest gain attribute that serves as root nod 
4. Repeat until we get the decision tree structure.  

 

3.9 Logistic Regression 
 

3.10 Cross-Validation Technique 

The cross-validation technique is a method to divide the 
entire data sets in a desired number of folds. This method is 
being used to avoid over fitting and under fitting.  The 
number of folds indicates how many numbers or iteration 
test of classier must occur. One fold will be used as test set 
and the remaining folds will be used as training set.  The 
steps reiterate the procedure until it finished the definite 
number of folds given.  
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3.11 Evaluation of Discovered Knowledge 
 

The confusion matrix is a useful technique to access the 
result of the performance of the algorithm[13].  
 
In accuracy rate computation, it determines numbers of of 
True Positive (TP), True Negative (TN), False Positive (FP), 
and False Negative (FN) [14]. 

 
Table 3: Classification Rate Table 

 
 

 

Equation 5 pertains to the accuracy formula, which serves as 
one of the basis used to measure the performance of an 
algorithm.  
 
An evaluation instrument was formulated to evaluate the 
prototype based on quality characteristics of the ISO 9126 
software quality model consisting of criteria, which include 
functionality, reliability, usability, maintenance, and 
efficiency.  

 
The researches focused only to use the first three 
characteristics and included design as one of the criteria. The 
functionality criteria are based on the accurateness and 
suitability. The reliability focused on metrics on fault 
tolerance and maturity. 
 
The Five-point Likert Scale was used in rating the system. 
Mean performance was used to determine the acceptability 
of each criterion  

Table 4: Likert Model 

 

4. RESULTS AND DISCUSSION 
 

4.1 Model Comparison Techniques  

The confusion matrix table illustrates a tabular display that 
evaluates the forecasting precision of a predictive model. 
The summary of the performance of the algorithms is 
presented below.  
 

Table 5: Summary of Classification Algorithms Accuracy  
Result 

 

Table 5 presents that decision tree algorithm has the highest 
accuracy result compare to other algorithms.  

The second research question provides the acceptability 
perspective of the respondents in terms of the developed 
software application.  Table below indicates the result of the 
survey and its corresponding interpretation. 

 
Table 6: Summary of Evaluation Results Based on Experts 

Response 

 

As gleaned in the table above, the developed prototype 
recorded a total mean performance of 4.25, which has an 
interpretation of acceptable.  Noticeably, all other criteria, 
which include functionality, usability and reliability, have 
also an interpretation of acceptable.  This result conforms 
that the system is working and can be used in prediction 
purposes.  

5. CONCLUSION AND FUTURE WORKS 

The procedures and steps in KDD methodology are very 
effective in any classification problems. The most crucial 
parts of KDD refer to preprocessing and modeling.  Pre-
processing involves different techniques to improve the 
quality of dataset while modeling checks algorithms’ 
performance and develop predictive and cluster models used 
to profile and predict future instances.  
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The Decision Tree algorithm has been one of the most 
effective machine learning algorithms for predictive 
modeling. The decision tree produces a tree-based 
classification used by experts and converted them into 
powerful classification rules.  The data model that can be 
extracted from the decision tree algorithm can be embedded 
in a system that will make it as a decision support 
application.  

 
The developed prototype recorded a total mean performance 
of 4.25, which has an interpretation of acceptable. This 
concludes that the software can now be used for prediction.  

The study also can be improved by increasing number of 
data instances and other attributes. This can change the 
result of the performance of the algorithm and it can lead to 
extraction of new patterns that can be used for decision 
support system.  The researchers also can utilize the power 
of other classification algorithms or in combination using 
ensemble models to increase the performance of the 
algorithm  
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