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 
ABSTRACT 
 
We live in a world where vast amounts of data are collected 
daily. At the bank, a large amount of data is recorded about 
their customers. This data is commonly used to create, 
maintain relationships and direct connections with customers 
to target them individually in the sale of certain products or 
banking offerings. Analyzing such data is an important need. 
This paper describes data mining approaches aim to build a 
predictive model that labels data into a predefined class. To 
define the processes and tasks that you must do to develop a 
successful Data Mining project using CRISP-DM 
Framework. This study will use Multilayer Perceptron and 
logistic regression as data mining technique. In this paper, the 
resulting model allows overfitting, so it can be avoided using 
cross validation. the model that provides the greatest average 
benefit is the Multilayer perceptron model with a 70% 
percentage split. 
 
Key words : CRISP-DM, Data Mining, Logistic Regression, 
Multilayer Perceptron. 
 
1. INTRODUCTION 
 
A bank has a lot of customer data. These data can be used to 
analyze and classify customers into several segments to define 
appropriate targets in product offerings and other bank 
offerings. After customers are grouped into several segments, 
then they will get offers via telephone, email, mail, or others 
based on their segment type so that the campaign is conducted 
according to personal trends, this is called direct marketing. 
Ou et al., 2003 said that Not surprisingly, most companies 
including banks have switched from a mass marketing 
strategy to a direct marketing strategy because it has proven 
more effective and also efficient in offering other products 
and services personally. Direct marketing is very effective and 
widely used strategy of contacting customers or potential 
customers rather than having an indirect channel especially 
for banking sector (Elsalamony and Elsayad, 2013; 

 
 

Elsalamony, 2014). Now marketing staff do not need to waste 
time and energy sending e-mails to nonpotential customers or 
the company can reduce the expense of calling nonpotential 
customers. 
 
To identify prospective customers who will be offered for new 
products in terms of direct marketing usually use a method 
called data mining. From stored customer history data, a 
predictive model can be made that a customer is going to 
respond to the promotion or an offer (Usama et al., 1996). 
Wisaeng, 2013 said that data mining is the process of 
extracting previously unknown information from a large 
datasets and analyzing hidden patterns of data according to 
different perspectives for categorization into useful 
information, which is collected and assembled in common 
areas, such as data warehouses, for efficient analysis, data 
mining algorithms, facilitating business decision making and 
other information requirements to ultimately cut costs and 
increase revenue. Most commonly used techniques in data 
mining are: artificial neural networks, genetic algorithms, 
rule induction, nearest neighbor method and memory based 
reasoning, logistic regression, discriminate analysis and 
decision trees. These techniques and machine learning 
algorithms can be used for marketing and campaigning.  
 
In this paper, data mining approaches aim to build a 
predictive model that labels data into a predefined class (“yes” 
or “no”). Improve the efficiency of the marketing campaigns 
and helping the decision makers to choose the potential 
customers using portuguese marketing campaign dataset 
related with bank deposit subscription. Moro et al., (2011) 
processed the same dataset using the Support Vector Machine 
(SVM) model within CRISP-DM Framework. This study will 
use neural network and logistic regression as data mining 
technique. 
 
2. LITERATURE REVIEW 
 
2.1 Data Mining 
 
Data mining is a process of extracting or extracting data that 
has not been known before, but can be understood and useful 
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from large databases and is used to make a very important 
business decision (Connoly and Begg, 2015). Hurwitz et al. 
(2013) explained that data mining includes the activity of 
investigating and analyzing large amounts of data to look for 
patterns in the data. In general, the purpose of data mining is 
to group and predict data. In grouping, the goal is to sort the 
data into small groups. Whereas in prediction the aim is to 
predict the value of a continuous variable.  
 

2.2. Classification 
 
Data mining has several techniques based on the tasks that 
can be done, one of them is Classification. This technique 
includes the process of finding a set of models or functions 
that explain and differentiate classes of data or concepts, for 
the purpose of predicting classes from objects whose class 
labels are unknown in the data (Chen et al., 
2015). Classification is a form of data analysis that extracts a 
model where the model explains important data classes. 
These models are referred to as classifiers, predicting 
categorical class labels (discrete, unordered). For example, 
classification models can be built to categorize bank loan 
applications whether they are safe or risky.  
In the application of data mining, classification is very useful 
to be applied in targeted marketing, fraud detection, medical 
diagnosis, and many more .(Han et al., 2012). While Moin 
and Ahmed (2012) explained that classification is the most 
commonly used data mining technique by classifying each 
item from a data set into predefined groups of sets. 
 

2.3. Logistic Regression 
 
In Logistic Regression model, predictors of the dependent 
variable are considered independent variable. The 
relationship that occurs between the independent variable and 
the dependent variable is nonlinear. Independent variable can 
be measured in various scales, namely on a nominal, ordinal, 
interval or ratio scale. Unlike the dependent variable which 
can only be measured in binary format. (Tsangaratos & Ilia, 
2016) 
 

 
Equation  1: Logistic Regression Model (Budimir et al., 

2015) 

 =  dependent variable 

 = -th explanatory variable 

= constant 

 = -th regression coefficient  

 = error 

The probability ( ) of the occurrence of  is :  

 

Equation  2: Probability the occurrence of  (Budimir et al., 
2015) 

2.4. Multilayer Perceptron (MLP) 
 
MultilayerPerceptron is a set of interconnected input / output 
units where each connection has a weight associated with it. 
In the learning phase, the network adjusts the weights to be 
able to predict the label class of input tuples accurately (Han et 
al.,2012).  
 

2.4.1 Models of a Neuron 
A Neuron is an fundamental information processing units for 
neural network operations (Haykin, 2009). Inside a Neuron 
consists of several main parts: :  

● A set of synapses, each of which has its own weight 
or strength. Specifically, the xj signal at the synaptic 
input j connected to neuron k is multiplied by the 
synaptic weight of time.  
 
● Adders to add up the input signal with the synaptic 
weight of each neuron and are also biased. 
 
● Activation function to limit the output amplitude 
of neurons. The activation function is also called the 
squashing function, in this case limiting the range of 
amplitudes allowed from the output signal to several 
values. 

 

 
Figure 1: Nonlinear model of a neuron, labeled k (Haykin, 2009) 

 

2.4.2 Activation Function 
 
The activation functions of the MLP algorithm is to change 
the data into a certain range (MathWorks, 2002). Some 
commonly used functions are:  
 

● Linear: The output activity is proportional to the number of 
input weights. 
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Figure 2: Linear Activation Function  (MathWorks, 2002) 

 
● Hard-limit: Output set one of two settings depending on 

whether the number of inputs. The result  output is 0 or 1. 

 
Figure 3: Hard-limit Activation Function  (MathWorks, 2002) 

 
● Sigmoid: Output continuously changes but is not linear. 

This unit contains a greater similarity to the digital 
network than the linear and threshold units, but all three 
must be considered. 

 
Figure 4: Sigmoid Activation Function  (MathWorks, 2002) 

 

2.4.3 Multilayer Perceptron Architecture 
 

 
Figure 5: MLP Architecture  (Kukreja et al., 2016) 

 
Components in MLP Architecture consist of: 
 

● I
nput layer: Accept the value of an input.  

● H
idden layer (s): Set the layer between the input layer 

or output layer. The number of hidden layers varies, 
it can be one or more.  

● 
utput layer: Usually consists of one neuron, but does 
not rule out more than one possibility. 

● 
eight: Weight given between connections, 
represented by an arrow line (W). 

● 
ias: The value of external factors that affect 
processing (b) 

 
Mathematically, a neuron k can be described as: 

 
Equation  3: Neuron K Equation 

So that the equation will produce: 

 

Equation  4: Neuron K in Activation Function 

Where φ is an activation function. 

 
 

2.5 Cross Validation & Percentage Split 
 
Cross-validation is a process evaluating algorithms through 
cross-validation, using values Folds entered (Sartika & 
Sensuse, 2017). To estimate variability over a linear 
regression model, then can be done repeatedly sampling 
different from the data training, then fitting the linear 
regression model for each new sample, and then check which 
one produces the model better. Such an approach enables us to 
obtain information that will not be available when the model 
uses sample data the original and only one-time training 
(James et al.,2013). 
While Percentage Split Percentage split is a deep process 
evaluate how well the algorithm is able to predict certain 
percentage of data. Data set will be divided into 2, data 
training and test data (Sartika & Sensuse, 2017). 
 
2.6 Confusion Matrix 
 
Confusion Matrix is a table data displayed in a few rows that 
are predicted to be correct and incorrect by the classification 
model. This table is needed to measure the performance of a 
classification model (Swastina L., 2013). In (Tayefi, et al., 
2017) research, it is also explained that Confusion matrix is a 
method used to evaluate the performance of decision tree 
classifications.  
This helps to find out whether classification algorithms are 
generally mislabelling with one another. By using the 
Confusion Matrix, tuples from different classes can be 
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identified (Han, Kamber, & Pei, 2012). In making a confusion 
matrix table there are four things that must be known:   
 

1. True Positive (TP): the correct number of positive tuples 
from the decision tree classification results. 
2. True Negatives (TN): the number of negative tuples that 
have an incorrect value from the decision tree classification 
results. 
3. False Positive (FP): the number of positive tuples that 
have an incorrect value. 
4. False Positive (FP): the number of negative tuples that 
have an incorrect value. 
 

2.7 ROC Curve & AUC 
 
ROC (Receiver Operating Characteristic) is a 
two-dimensional graph with false positives as horizontal lines 
and true positive to measure the difference in the performance 
of the method used The ROC curve is a technique for 
visualizing and testing the performance of classifications 
based on their performance. A better classification model is 
one that has a larger ROC curve. The AUC (Area Under the 
ROC Curve) accuracy performance can be classified into five 
groups namely (Gorunescu, 2011): 

Table 1 : AUC Accuracy Classification (Gorunescu,2011) 

Value Accuracy Indicator 
0.90 - 1.00 Excellent classification 
0.80 - 0.90 Good classification 
0.70 - 0.80 Fair classification 
0.60 - 0.70 Poor classification 
0.50 - 0.60 Failure 

 
2. 8 Related Work 
 
One of the previous studies conducted by (Moro et al., 2015) 
regarding the application of data mining in bank marketing. 
The study processed the same dataset using the Support 
Vector Machine (SVM), Naive Bayes, and Decision Tree 
model within CRISP-DM Framework. The results of this 
study indicate that the Support Vector Machine (SVM) model 
is the best model because it achieved high predictive 
performances.  
The other study that also use the same dataset used in this 
paper is conducted by (Parlar & Acaravci, 2017). The study 
used Information Gain and Chi-square methods to select 
important features on dataset and compared the dataset with 
Naive Bayes algorithm. The results for this study is between 
Information Gain and Chi-square they are both resulting very 
close performances, although they are different for first five 
highest ranked features.  
In previous study conducted by (Ravi et al., 2015) used dataset 
from Indian Banking Loan to predict the payment behavior by 
using data mining. The algorithms used in this study are 
Logistic Regression, Decision Tree, and Neural Network. The 

results indicate that Logistic Regression model achieved the 
highest performances compared to the other model (Neural 
Network and Decision Tree).  
Other study conducted by (Dalvi et al., 2016) that used dataset 
customer churn in Telecom industry. The dataset in this study 
are evaluated using Logistic Regression and Decision Tree. 
The result of this study is shown that the best algorithm used 
in predicting customer churn is not the one with best 
statistical precision but the one that provide best insights to 
further prevent churn behavior. 
 
3.  RESEARCH METHODOLOGY 
 
In this paper, we use the CRISP-DM Framework.  CRISP-DM 
has been the most favored methodology in data mining 
domain . Therefore, we have chosen it as our reference model. 
By using CRISP-DM, we can find interesting patterns from 
within the data that we want to run. Where the data will be 
processed through the phases of the existing phase of the 
business understanding phase, understanding data, data 
preparation, modeling, evaluation and finally deployment. 
With this phase, it is expected that the results of this study will 
get the most appropriate modeling in the data mining process, 
so that the information generated is more efficient. The six 
phases of CRISP-DM are shown in Fig.6 and described briefly 
as follow.  

 
 

Figure 6: CRISP-DM Approach 
 
1) Business Understanding  
In this paper, data mining approaches aim to build a 
predictive model that labels data into a predefined class (“yes” 
or “no”). Improve the efficiency of the marketing campaigns 
and helping the decision makers to choose the potential 
customers using portuguese marketing campaign dataset 
related with bank deposit subscription. 
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2) Data Understanding 
Bank Marketing data is obtained from the site kaggle.com. 
The type of data in this paper is supervised.  Because, there 
are variables that are intended as the purpose of grouping  
data into existing data. Data samples that are entitled to 
receive 45211 instances. The algorithm used is logistical and 
multilayer-perceptron. And there are 16 features and 1 class 
(Y) . Data can be seen from the following table: 

Table 2:  Metadata 
 

 
3) Data Preparation 
In the data preparation phase, the data is prepared for the 
training process. The data itself consists of 45211 instances 
and consists of nominal and numerical. First, using Weka, it 
makes the ’s provided filter. First we randomize the instances 
to shuffle the order of instances passed through it. Next, we 
normalize all the numeric values in the given dataset so the 
resulting values are in [0,1]. 
 
4) Modeling 
The algorithm used in this training data is Logistics and 
Multilayer Perceptron. By using the Logistics algorithm, the 
results of the training data can produce the following values: 

● Can calculate opportunities.  
Based on the objectives of the training data in this 
study, the Bank Marketing wants to calculate the 
opportunities of customers who want to subscribe to 
deposits, if it is known how big the opportunities are, 

the customers will be contacted by the Bank 
Marketing and will be asked questions about the 
variable characteristics of prospective customers 
who want to subscribe to deposits. 

● Able to see data characteristics 
In this training data the Bank Marketing wants to see 
the type of customer. First, customer who wants to 
subscribe to deposits and customers who do not want 
to subscribe to deposits. 

● Can find out the influencing factors of both groups 
By using Logistics, Bank Marketing can find out 
what are the factors of the two customer’s 
characteristics. 
 

Whereas the purpose of using the Multilayer Perceptron 
algorithm is to search according to the level of accuracy. 
MultiLayer Perceptron is able to detect or analyze problems 
that are very complex In the multilayer perceptron, the 
number of hidden layers is used according to the formula: 

 

Equation  5: Hidden Layer Fornula 

So there are 8 hidden layers and there are also 26 units in it. 
To determine, carried out trial and error. Here is the 
simplified 
architecture:

 
Figure 7: Multilayer Perceptron Architecture 

 
 
5) Evaluation 
At the evaluation phase, based on the algorithm (Logistic and 
MultilayerPerceptron) and the selected test options (Cross 
Validation and Percentage Split), a comparison is made in 
order to choose which is most appropriate. This is assessed 
from the results of correctly classified, confusion matrix, 
AUC, and expected profit. 
 
6) Deployment 
After conducting training data from the phases above, in this 
deployment phase the results of the training data can be 



Tuga Mauritsius et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 8(5),September - October 2019, 2322- 2329 

2327 
 

 

predicted according to the research objectives. The purpose of 
this study is to predict customers who want to subscribe to 
bank deposits, and customers who do not want to subscribe to 
bank deposits. So the prediction results become more 
objective. 

4. EXPERIMENT AND RESULT 
To run  this training data there are laptop specifications used 
as follows:  

Table 3: Laptop Spesification 

The data set that has been prepared, conducted several 
experiments using logistic and multilayer perceptron 
algorithms to be evaluated.  

Table 4: Result 

 

 

Figure 8: AUC for Highest Expected Profit (Multilayer Perceptron, 
70% Percentage split 

 

 
Figure 9: AUC for Highest Logistic Regression (66% percentage 

split) 
 

 
 

Figure 10: AUC for Highest Multilayer Perceptron (75% 
percentage split) 

 

Based on the results obtained, Logistics with a percentage 
split of 66% has correctly classified numbers and the highest 
AUC, which is 90.66% (Correctly classified) and 0.911 
(AUC). However, the resulting model allows overfitting, 
which can be avoided using cross validation. Because of this, 
the time to build the model and the time to test cross 
validation is longer than the percentage split. 

Because this data aims to provide promotion efficiency, the 
test results are also evaluated with expected profit. The 
formula is as follows: 

 

Equation 4: Expected Profit 

Expected profit illustrates if using this model, the profit can 
be obtained per customer. Where p is actual positive, n is 
actual negative, Y is predicted positive, N is negative 
predicted. p is also a probability and b is a benefit. This 
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expected profit calculation should be calculated based on 
actual costs and benefits. This calculation is only based on the 
assumption of getting a profit of $ 100 if the respondent who 
is called purchases the product and costs $ 1 to call. Here are 
the results of the calculation : 

Table 5: Expected Profit 

It can be seen from the results that the model that provides the 
greatest average profit is the Multilayer perceptron model 
with a percentage split of 70%, which is $ 5.56. 

Here’s the comparison between the previous work: 

Table 6: Comparison with previous study 

Author Algorithm ROC Result 

(Moro et al., 
2015)  

-Support Vector 
Machine (SVM) 
-Naive Bayes 
-Decision Tree 

-0.938 
 
 
 
-0.870 
 
-0.868 

Support 
Vector 
Machine 
(SVM) 

(Ravi et al., 
2015) 

-Logistic Regression 
-Decision Tree 
-Neural Network 

Logistic 
Regression 

This Study -Logistic 
Regression 
-Multilayer 
Perceptron 

-0.911 
 
-0.893 

Multilayer 
Perceptron 

 

5. CONCLUSION 
The results of this study illustrate the data set that was 
prepared by the experiment using the logistical and multilayer 
perceptron algorithm to be evaluated. The methodology used 
in this study is CRISP-DM. In this paper, data mining 
approaches aim to build a predictive model that labels data 
into a predefined class ("yes" or "no"). Data samples that are 
titled to receive 45211 instances. This is assessed from the 
results of correctly classified, confusion matrix, AUC, and 
expected profit.  
From the calculation results it is proven that, in the multilayer 
perceptron there are 8 hidden layers and there are also 26 

units in it. And Based on the results obtained, Logistics with a 
66% split percentage has correctly classified numbers and the 
highest AUC, namely 90.66% (Correctly classified) and 
0.911 (AUC). However, the resulting model allows 
overfitting, so it can be avoided using cross validation. 
Therefore, the time to build the model and the time to test 
cross validation is longer than the percentage divided. 
Because this data aims to provide promotion efficiency, so the 
test results can also be evaluated with expected income. 
The expected benefits can be explained if using this model, so 
the benefits can be obtained per customer. Calculation of 
expected profits must be calculated based on actual costs and 
benefits. This calculation is only based on the assumption of 
getting a profit of $ 100, where respondents are called to buy 
the product and the costs incurred to call are $ 1. The 
conclusion is that the model that provides the greatest average 
benefit is the Multilayer perceptron model with a 70% 
percentage split, which is $ 5.56. 
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