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ABSTRACT 
 
Real-world data are often incomplete and/or lacking in 
certain behaviors or trends and usually contains many 
missing data. Missing data problem can be solved using 
missing values imputation technique in order to produce a 
good quality of data.  
 
This paper presents a comparative analysis of three missing 
data imputation approaches based on the flow processes of 
handling missing data to address the issues of missing water 
consumption data in Sibu City.  The aim is to determine the 
suitable imputation method for substituting missing values in 
the dataset. In this study, the research emphasizes the use of 
basic principles of dealing with missing data in choosing the 
use of missing data imputation methods. Thus, three existing 
imputation methods of advanced techniques for handling 
missing data are deployed; model-based K-Nearest Neighbor 
imputation (KNN), SVD Imputation (SI)  and Random Forest 
(RF) respectively. The experiment was conducted using 
datasets with different missing entries (5% to 45% by 5). The 
missing data entries were created based on a complete water 
consumption dataset. The experimental comparative analysis 
was evaluated with respect of its standard deviation of 
residuals (Root Mean Square Error, RMSE), coefficient of 
determination (r-square, R2) and execution time. The analysis 
shows that 0.26(5%, low missing rates) and 0.36(45%, high 
missing rates) of RMSE criteria and 0.93 of R2 by RF method 
was demonstrated comparatively better to other imputation 
methods. In the term of execution time criteria, 0.29 seconds 
for low missing rates (5%) and 0.98 seconds for high missing 
rates (45%) by SI method performs the fastest among other 
two methods.  
 
Key words: missing data; missing value imputation; root 
mean square error; r-square 
 
1. INTRODUCTION 
 
Nowadays, automatic meter reading (AMR) is used for 
monitoring, measurement and analysis of water consumption 
data [1]. This AMR is installed at customers’ premises and 

 
 

monitored at various locations through various monitoring 
stations for utility control [2]. However, to conduct water 
consumption analysis which has large observations of 
missing data makes the task difficult to identify and extract 
potential useful information from datasets[3-4]. The 
occurrence of missing data has been assumed occurred during 
the process of integration [5], equipment failure, human 
error, routine maintenance, changes in sitting of monitors, 
measurement error, mishandling samples or due to some 
other factors [6]. This missing data or incomplete data set 
creates will introduced an element of ambiguity into data 
analysis that produce to low quality of data [7]. Besides that, 
most of researchers’ claim that missing data are problematic 
which leads to problems in data handling, computation 
analysis and the results produce may be biased which has 
contributed to the significant reduction in efficiency [8]. 

 
In regards, missing data imputation forms a significant data 
preprocessing issue in order to provide an efficient and valid 
analysis. Potti et al., 2015 [9] have highlighted the issues of 
information quality examination which concerns a right 
handling and investigation of data towards producing data 
quality. With that, there are various imputation methods that 
be able to handle missing data form simple approaches to 
complex analysis. Many researchers are working on this 
problem to develop a new imputation method [10] or 
introduce more sophisticated methods. These researchers 
have successfully deployed to address missing values in 
various fields. Wai Yan Lai et. al  [11] has utilized data 
mining algorithm using Sequential K-Nearest Neighbor 
(SKNN) imputation methods for treating missing rainfall 
data. The imputation method used by the author is based on 
the good performance of SKNN method proposed by [12]. 
Shahid Ali and Simon Dacey [13] has successfully applied 
machine learning algorithm (SVM ensemble) to replace 
missing values for Carbon monoxide(CO) concentrations for 
air pollution. The use of SVM ensemble due to computational 
air pollution data analysis is spatio-temporal in nature. 
Cronin-Fenton et.al [14] had used traditional data analysis 
such as complete-case analysis and multiple imputation 
methods in clinical epidemiological research. The study had 
shown good performance results on the small percentage of 
missing data (<5%) in the study field. Cheema and Jehanzeb 
R [15] have proposed some guidelines for choosing missing 
data handling methods based on factors such as sample size, 
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proportion of missing data, method of analysis and missing 
data handling method. Nevertheless, this study was discussed 
on statistical methods and analysis perspective. Based on 
above discussion, many methods are available, but analysts 
are facing difficulty in searching a suitable method due to lack 
of knowledge in term of flow processes of handling missing 
data in choosing the suitable imputation methods.  
 
Thus, this paper presents a comparative analysis of three 
missing data imputation approaches based on the flow 
processes of handling missing data to address the issues of 
missing water consumption data in Sibu City.  This paper 
identifies the suitable imputation method that can be applied 
for recovering the missing values for continuous variables in 
the dataset. In this study, the research emphasizes the use of 
basic principles of dealing with missing data in choosing the 
use of missing data imputation methods. The three of existing 
imputation methods of advanced techniques for handling 
missing data are deployed based on the analysis of proportion 
of missing data; model-based K-Nearest Neighbor imputation 
(KNN), SVD Imputation (SI)  and Random Forest (RF) 
respectively. For each method, the performance evaluation 
criteria are based on Root Mean Squared Error (RMSE), 
R-square (R2) and execution time represent a dependent 
(response) variable and various percentage of missing values 
represents independent (predictors) variables (5%, small 
missing rates to 45%, high missing rates; by 5). 
 
 
2. STATE OF THE ART OF MISSING DATA   

  HANDLING METHODS 
 

In general, handling for missing data can be categorised into 
two phases; design and analytics [14]. The design phase can 
be described as a plan to minimize the extent of missing data 
(MD) especially during data collection towards improvement 
of data completeness. In this phase, the requirement of data 
quality monitoring is prioritized by organization in order to 
support a particular business need. For the analytics phase, it 
can be described as the processes that should be taken for 
dealing with missing data.  

A recent review about missing data handling is provided in 
[5][10][16]. A wide variety of approaches has been reviewed 
and their application differs according to different datasets. 
Furthermore, some practical consideration are useful for 
initial stage for determining to the right imputation 
technique. There are two basic principles components to 
dealing with missing data that have been determined. From 
the observation, many of researchers are implementing the 
same handling technique as well [17][18].  

 
2.1 Basic Principles of Dealing with Missing Data 

 
There are two basic steps when dealing with missing data. 

It consists of the type of missingness mechanism and missing 
data classification technique as shown in Figure 1. 

 

 
 

Figure 1: Basic principles for Dealing With Missing Data         
(derived from [10] [17]) 

 
2.1.1 Type of Missing Data Mechanism 
 
There are three possible types of missing data mechanism as 
described in [19][20][21]. Basic principle to identify missing 
data mechanism is depending whether a relationship is exist 
between the missing data with the other data in the dataset. 
Through identifying the category of missingness mechanism, 
it might assists the pattern of missingness and the reasons of 
missing data occurs in the dataset [22]. 

 
Suppose (Y, M) is a data matrix with complete data; M being 
the missing data indicator matrix is expressed as :                 

 
 
Yobs and Ymis are respective observed and missing parts of 

Y. 
 

An observation is assume to be: 
 Data that is missing completely at random (MCAR), if 

the missingness independent of all observed and 
unobserved values (missing data). The reasons of 
missing values are unrelated to the data in the data 
set. 
p(M | Y) = p(M) for all Y; M is independent of both 
Yobs and Ymis 
 

 Data that is missing at random (MAR); if the 
missingness is independent of unobserved values but 
dependent on observed values  
p(M | Y) = p(M | Yobs) for all Y; M is independent of 
Ymis 

 Data that is missing not at random (MNAR); if the 
missingness depends on missing (as well as perhaps 
on observed) values of Y 
p(M | Y) depends on (Ymis) 

 
The assumption of MCAR mechanism can be tested using 
null-hypothesis tests. It can be denoted as:  

The null hypothesis is: The missing data is missing 
completely at random (MCAR) 

Alternative hypothesis is: The missing data is not MCAR 
(either MAR or MNAR) 

     Formally, this is written as:  

H0: p-value > 0.05  
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H1: p-value <= 0.05 

The p-value is a statistical measure to compare a chosen 
significance level (alpha) such as 0.05 to determine if the null 
hypothesis can be rejected. Bear in mind that, there is still no 
proper method to assume that missingness mechanism either 
MAR or MNAR can be determined from the observed data 
directly [23]. 

 

2.1.2 Missing Data Classification Techniques 
 
There are two group of missing data classification 

techniques; traditional and modern data analysis. The 
classification techniques are determined based on the analysis 
of missing data proportions. With regards, traditional data 
analysis techniques is an appropriate to apply when a small 
percentage of data (less than 5%) is missing. Due to that, the 
deletion and single value data imputation methods are the 
most selection to handle missing data. There have been a 
large number of traditional data analysis reviewed in 
[24][15].   

 
For modern data analysis technique is the right selection 

when deals with more than 5% of missing data in a dataset. 
Sometimes, it is called as advanced technique. Multiple 
imputation, model-based procedures and machine-based 
learning have been determined as the right selection to impute 
missing values in advanced techniques. A variety of advance 
techniques have been reviewed in [25]–[29][30].  

 
Bear in mind, the MCAR and MAR assumptions are 

eligible to handle missing data either in traditional or 
advanced technique. In summary, single data imputation 
gives biased coefficients if the data is not MCAR and ignores 
uncertainty and almost underestimates the variance [31]. In 
contrast to advanced technique which constitute better 
estimate of uncertainty and unbiased as well. Hence, the next 
sub-topic will discuss the advance technique in term of 
quantitative measurement for continuous variables which is 
in conjunction with research domain. 

 

2.2 Missing Data Handling Methods for Continous 
Variables 
 

The presence of missing data in quantitative measurement 
which usually measures in interval scales in the context of 
water consumption is investigated. In this research, the 
proportion of missing data is assumed to be more than 5% due 
to missing data can occurs for multiple reasons (i.e from data 
integration, error during data entry etc) and under MAR 
assumption. In fact, the nature of dataset characteristics in 
quantitative measurement can be applied for classification 
and regression tasks. In the context of water consumption, 
data is based on meter reading and estimated consumption 
which is identified to be in continuous variables. Due to that, 

it gives a direction to apply regression task to predict the 
missing data based on observed data. With that, existing 
imputation methods such as model-based K-Nearest 
Neighbor (KNN), Singular Value Decomposition (SI) and 
Random Forest (RF) are proposed as imputation methods for 
substituting missing data in the dataset. 

 

2.2.1  K-Nearest Neighbor (KNN) Imputation  
 

KNN imputation is referred as instance-based algorithm 
[32]. In the KNN, missing values are imputed using values 
calculated from the k-nearest neighbours. In particular, the 
nearest neighbours can be identified by minimizing the 
distance function, such as the Euclidean distance. Once the 
k-nearest neighbours have been found, a replacement value 
must be estimated to substitute for the missing attribute value. 
The KNN can predict both qualitative attributes (the most 
frequent value among the k-nearest neighbours) for nominal 
values and quantitative attributes (the mean among the 
k-nearest neighbours) in the case of numerical values. An 
important parameter for the kNN method is the value of k, 
which is typically set to 1 but is sensitive to outliers. However, 
KNNI has no theoretical criteria for selecting the best k-value 
and the k-value has to be determined empirically. The KNN 
technique is referred to be the most efficient when applied on 
microarray data situations [33].  

 

2.2.2 Singular Value Decomposition (SI) Imputation  
 

Singular Value Decomposition (SI) is used to obtain a set of 
mutually orthogonal expression patterns that can be linearly 
combined to approximate the values of all attributes in the 
data set [24] [34]. SVD is based on eigenvalues can be 
expressed as 

Am×m = Um×mΣm×n VT n×n.  

The most significant eigenvectors of VT is used to linearly 
estimate missing values. Then, the exact fraction of 
eigenvectors best for estimation needs to be determined 
empirically. Once k most significant eigenvectors from VT are 
selected, missing value j in row i by first regressing this row 
against the k eigenvectors need to be estimated. After that, the 
coefficients of the regression to reconstruct j from a linear 
combination of the k eigenvectors need to be used. The j th 
value of row i and the j th values of the k eigenvectors are not 
used in determining these regression coefficients. In SI, it has 
to originally fill all missing values by other methods in matrix 
A, obtaining A'. Then utilize an expectation maximization 
method to arrive at the final estimate. Each missing value in 
A is estimated using the above algorithm, and then the 
procedure is repeated on the newly obtained matrix, until the 
total change in the matrix falls below the empirically 
determined threshold (say 0.01). 
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2.2.3 Random Forest (RF) Imputation 

Random Forest (RF) is referred to an iterative imputation 
method based on a random forest algorithm [35]. It’s a non 
parametric imputation method applicable to various variable 
types. Non-parametric method does not make explicit 
assumptions about functional form of f (any arbitary 
function). Instead, it tries to estimate f such that it can be as 
close to the data points without seeming impractical. By 
averaging over many unpruned classification or regression 
trees, it builds a random forest model for each variable. Then 
it uses the model to predict missing values in the variable with 
the help of observed values [36]. 

2.3 Performance Error Metric  
 
2.3.1 Root Mean Square Error (RMSE) 
 

Error metric is important for the selection of reliable 
imputation method. The most widely adopted performance 
measure for regression performance is root mean square error 
(RMSE) [37][38]. RMSE measures the difference between 
imputed and true values. It is represented the sample standard 
deviation of the residuals (prediction errors). Residuals are a 
measure of how far from the regression line data points are. 
RMSE can be expressed as.  

RMSE =  

where, is observed (true) values and  
represents predicted (imputed) values 
 

A standard statistical metric, RMSE has been used to measure 
model performance in meteorology, air quality, and climate 
research studies [37].  

2.3.2 Coefficient of Determination (R Square, R2) 
 

The coefficient of determination is the ratio of explained 
variation in response (dependent) to the total variation in 
response. It is a statistical measure of how close the data are to 
the fitted regression line. The aim to measure for 
understanding how much of the variability in the key response 
can be explained.  

2.3.3 Execution Time 
 

Runtime of each imputation algorithms in term of CPU 
time (process time) is measured. The CPU time is measured in 
seconds.   

 
3.  METHODOLOGY 
 
In this study, the analytics phase for handling missing data is 
proposed as shown in Figure 2. Then, follows by explanation 
for each process involve in handling missing data in the 

dataset. At the same time, the involvement of major task in 
data preprocessing are determined as described in [39][40] . 
 

 
Figure 2: Proposed Flow Processes of Handling Missing Data 

3.1 Understanding Water Consumption Data 

 The initial process when deals with missing data is to study 
the various attribute types, real values and discover pattern 
from water consumption data Dataset [41].  

In this study, the residential water consumption data set 
was collected from one of the water utility in Sarawak. For 
finding information and discover patterns in a dataset, an 
exploratory data analysis (EDA) is applied. An EDA is an 
approach that perform an initial investigations on data which 
has its ability to discover patterns, to spot anomalies, to test 
hypothesis and to check assumptions with the help of 
summary statistics and graphical representations [42]–[44]. 
The dataset contains 33046 instances (customers), 12 features 
(monthly usage) and 2 meta attributes (customer id and meter 
no). All features are holds numerical continuous.  

 
3.1 Understanding Water Consumption Data 

The initial process when deals with missing data is to study 
the various attribute types, real values and discover pattern 
from water consumption data [41].  

In this study, the residential water consumption data set was 
collected from one of the water utility in Sarawak. For finding 
information and discover patterns in a dataset, an exploratory 
data analysis (EDA) is applied. An EDA is an approach that 
perform an initial investigations on data which has its ability 
to discover patterns, to spot anomalies, to test hypothesis and 
to check assumptions with the help of summary statistics and 
graphical representations [42]–[44]. The dataset contains 
33046 instances (customers), 12 features (monthly usage) and 
2 meta attributes (customer id and meter no). All features are 
holds numerical continuous.  

 

3.2 Basic Principles in Handling Missing Data 

The next process is to identify the category of missingness 
mechanism and analysis the proportion of missing data as 
explained in [14][17]  for water consumption data. In 
summary, the flow processes consists of two basic steps as 
shown in Figure 1.  

3.3 Generating Random Missing Values 

Generating random missing values is used to generate the 
percentage of missing values randomly. The missing rate is 
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usually taken from 5% until 45% from the complete data 
(Non-Nan Values) for simulation purposes [45]. The purpose 
of generating random missing values are to evaluate the 
performance of methods dealing with missing data. 

3.4 Imputation Methods 

Imputation can be described as the process of replacing 
missing data with substituted values using imputation 
methods (i.e advanced techniques). These imputatation 
methods are able to generate close to the true with unknown 
missing values. The idea is using complete data set and then 
artificially introducing missing values.Then, imputation 
methods are applied to the data and an estimation of how far 
is the estimation to the original value (known value). In the 
perspective of data preprocessing, it is the most important 
tasks f which invlove data cleaning in term of handle missing 
data in the dataset. 

 

3.5 Z-Score Normalization 

Z-score normalization is a strategy of normalizing data which 
allow to avoid outlier issue. Z-score normalization is applied 
to make every data point have the same scale so each feature is 
equally important. 

 

3.3 Error Metric 

Evaluation performance criteria is used to select a reliable 
imputation method. In this study, the RMSE is measured to 
quantify and compare the imputation methods over a set of 
datasets. 

4. RESULTS AND DISCUSSION 

4.1 Understanding Data  
 

Figure 3 shows 91% (30072 instances) of the dataset is 
non-Nan values which is nearly to be completed data. 
Therefore, this study should investigate 9% related to the 
proportion of missing data (2974 instances). Studies need to 
be done to avoid losing information when dealing with 
missing data using simple techniques such as listwise 
deletion. 

 
Figure 3:  Plot represent Non-Nan Values 

4.2 Basic Principles of Handling Missing Data 

4.2.1  Type of Missingness Mechanism 
 
Based on the null-hypothesis testing, the p-value is obtained 
closely to 0.00 which as indicator to reject the null hypothesis. 
The p-value is calculated using chi-square test in Python 
environment. Hence, the MAR assumption of missingness 
mechanism is assumed. Besides that, the percentage of 9% 
missing values assist in selecting an appropriate handling 
data technique.  
 

4.2.2 Analyse the proportion of missing data 
 

The presence of missing values in a dataset are recognized 
based on the symbols, NaN,NA,n/a, na,--,0. Table 1 shows the 
proportion of missing data for each month. To find 
meaningful data from the table, multivariate data analysis is 
applied. Multiple linear regression using scatter plot is 
selected for describing missing data and determining the 
relationship between the number of missing values and the 
month.   

 
Table 1: Number of missing values per month 

 
Month Number of Missing Values 

01 259 
02 224 
03 248 
04 233 
05 242 
06 237 
07 255 
08 277 
09 259 
10 243 
11 266 
12 274 

 

According to the Figure 4 the plot indicates linear positive 
with a moderate relationship. It is because the correlation 
coefficient denoted as r indicates 0.58 which explain in [46]. 

 

4.3 Experiment for comparison on Missing Values 
Imputation Methods 

 
Table 2: Statistical Performance of three (3) different Imputations 

Techniques 
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Figure 4:   Correlation between the number of missing values and month 

using scatter plot 
 

4.3.1 Used Effect of the imputation methods on error 
metric 
 
Results of experimental comparative analysis (ECA) was 
performed on three different imputation methods presented; 
SI, KNN and RF. The purpose of ECA is to evaluate the effect 
of using different imputation methods on missing values in 
the dataset in term of the standard deviation of the residuals 
(RMSE criteria), coefficient of determination (R2) and time 
taken. Three comparative experiments were carried out based 
on the RMSE values according to  the percentage of missing 
values (from 5% to 45%) to represent each method of 
imputation as shown in Table 2. Overall result indicates that 
the performance measures for three different imputation 
methods are in the range of 0.200 until 0.414 for their 
standard deviation of the residuals which was in acceptable 
error. The RF imputation method results was better 
performance which was indicated to 0.26 for small missing 
values,(5%) and 0.38 for higher missing values, (45%). In 
contrast to KKN, it was seen that their RMSE values is 
relatively high at missing rate between 5% (0.20) to 35% 
(0.41). Then it decreases slightly (0.37) when the missing rate 
is higher (45%). For SI method, the performance was 
expected to be incereased with increasing percentage of 
missing values in the dataset. The RMSE values was around 
0.20 to 0.41.  

According to the Figure 5, R-squared (R2) measure for each 
imputation methods were obtained as well. The R-squared 
(R2) measure is calculated to inform that the model can be 
explained all the variability of the response data (RMSE) 
around the mean. From above, 93%, 84% and 48% of R2 were 
obtained representing for each model; RF, SI and KNN. It 
means that 93% of the variability in the standard deviation of 
residuals measure for RF model is accounted for by the 

percentage of missing data. So, the rate of missing data is the 
factor that influence the standard deviation of residuals for RF 
model since over 93% of the variabilities is left explained. 
Due to that, RF model was assumed to be better model fits to 
the data. While, the KNN method was assumed less good 
model fits to the data because the low R2 was obtained (48%). 
Consequently, The model of RF which obtained higher R2 is 
useful for modelling related to prediction issues for further 
analysis in future development. 

 
 

 

 

 

 

 

 

 

 

 

Figure 5:   The effect use in 3 different imputation methods 
along the rate of missing values 

4.3.2 Time taken 
 

Execution time for each method is given in Figure 6. SI 
method was all very fast 0.2 sec to 1.0 sec duration following 
the missing value rate.  For two methods of imputation; RF 
and KNN, were indicated that the time taken increased with 
the rate of missing values. But, RF imputation was look better 
than KNN which requires 15 sec for the highest rate of 
missing values (45%) whereas KNN imputation is the most 
time consuming.  

 

 

 

 

 

 

 

 
Figure 6: Time performance in 3 different imputation 

algorithms along the rate of missing values 
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5. CONCLUSION 
 

This study described the concepts of missing value imputation 
that can be deployed at water utilities related to the water 
consumption data. The overall goal of the study was to 
determine the best imputation method for imputing missing 
values in the dataset according to the proposed flow processes 
of handling missing data. Error measures were calculated 
such as RMSE, R2 and execution time in order to determine 
the performance error.  
 
As a conclusion, this study have performed an experimental 
comparison among the imputation methods presented. 
Overall, the model produced results that were within the 
acceptable error. The results obtained in this study suggest 
that RF imputation method is likely the best imputation 
methods for filling missing data in water consumption in term 
of its standard deviation of residuals and coefficient of 
determination. In term of execution time, SI method is the 
fastest when comparing with other two methods presented.   
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