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ABSTRACT 
 
Emotion is considered to be one of the significant human 
interaction factors. Recognizing human behavior based on 
emotion is often misinterpreted. However, that has not 
prevented the analysts from attempting to extract the 
information from a speech called speech recognition. In this 
paper, we analyzed the different algorithm’s performance in 
the field of speech signal classification. Considering accuracy 
and precision as factors, ANN showed higher results with 
around 80% accuracy and correctness, followed by SVM and 
CNN competing for each other for accuracy in between 75 
and 80 percent. SVM showed close approximation between 
accuracy and precision, leaving random forest classifier in the 
last place. Our experimentation showed neural networks 
performed substantially in the field of speech and signal 
processing. 
 
Key words: Classification, Machine Learning, Neural 
Networks, Deep Learning, CNN, SVM, ANN, Random 
Forest (RF). 
 
1. INTRODUCTION 
 
There are numerous approaches to recognize emotion 
through voice. Various techniques utilize diverse sound 
parameters, for example, pitch, musicality, timbre, and 
substantially more.  These parameters are called phonemes 
that are shown in Figure 1, assume an essential job in 
distinguishing emotion from the discourse; changes in these 
parameters will bring about an adjustment in feeling. 
Articulation of feelings fluctuates from culture to culture, yet 
additionally may shift from individual to individual inside a 

 
 

similar lifestyle. The same discourse can be conveyed in 
various emotions dependent on the setting of the discourse. 
Thus, extracting clean speech from signal characteristics is a 
crucial step in speech analysis. 

 
 

Figure 1: Phenome representation in the sound signal 
 

There are different stages associated with distinguishing 
and recognizing emotions in discourse from sound clasps. 
The underlying data preparation stage identifies the 
discussion in the sound document and reduces the field noise. 
In our study, features of the Mel Frequency Cepstrum 
Coefficient (MFCC), Mel-scaled power spectrogram (Mel), 
Chromagram from a waveform, or power spectrogram 
(Chroma) were extracted from audio files to identify the 
speech's prosody.[12] This procedure brings about the 
production of training and testing datasets with the feelings: 
Neutral, Calm, Happiness, Fear, Disgust. AI and Deep 
Learning algorithms like SVM, RF, Multi-Layer Perceptron, 
and Convolution Neural Networks are actualized to recognize 
the feeling. A new advance actualizes the generation of 
Classification report to survey how these classifiers 
performed. 

 
Throughout our work, the RAVDESS dataset is used to build 
our classification model. This dataset of various speech files 
contains multiple features of prosody. These features 
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determine the characteristics of speech that can be extracted 
and are used to identify the emotion. General sound systems 
are classified based on frequencies such as Mel Frequency 
Cepstral Coefficient (MFCC), Mel-scaled power spectrogram 
(Mel), Chroma gram from a waveform, or power spectrogram 
(Chroma). Nonetheless, it is still a matter of discussion if 
these features help in classifying emotions.[8] 
 
1.1 ANN 
 
The short-time features are utilized as an input to an ANN. 
Elements of the short time, groups the utterances into 
emotional states. A statement is a portion of speech referring 
to a word or phrase, and in the ANN classifier, the declaration 
is subdivided into several sections, each containing specific 
frames. ANN approach classifiers have utilized the 
classification of emotions because of their capacity to discover 
nonlinear limits that separate the emotional states. The most 
commonly used feed-forward class is that of ANNs, in which 
values of the input function propagate layer by layer through 
the network in a forward direction ending with a single output 
node. 
 
1.2 SVM 
 
A support vector machine (SVM) works with both 
classification and regression and is a supervised learning 
algorithm. It is highly useful for the identification of patterns 
hidden in high dimensions. The support vectors in SVM are 
the data points that are represented with the n-dimensional 
co-ordinates in the solution space. Each data point in this 
space represents a feature. SVM works well with large 
datasets and can classify the points into n different classes by 
determining a hyperplane that separates the data points of one 
level with the other. Choosing the correct hyperplane to 
distinguish the points among different classes is a crucial task. 
the ideal properties of a hyperplane are, 
 

 Accurate classification of datapoints to classes  
 The marginal distance between the hyperplane and 

the nearest data point must be considerable.   
 

When SVM is applied to low dimensional data, the data is 
remolded to high dimensional data by establishing new 
features to the data with the use of kernel tricks. This 
conversion helps in the recognition of the best hyperplane. 
When considering the time complexity, linear SVM is 
deemed to be better. When a dataset is given, it first 
categorizes it to training and testing. The classification 
performance of SVM is high as it takes bounded training data. 
The classifier machine helps in forecasting the output, and 
kernel functions are used for the classification of data. When 
an emotional speech data is given to the model, it first divides 
the data into training and testing, and features are extracted. 

By utilizing those obtained features, it predicts the data is 
relevant or irrelevant and gives the data corresponding to the 
particular feature. 
 
1.3 CNN 
 
CNN is the most popular deep learning algorithm, used 
tremendously. It is computationally efficient and instinctively 
spots prominent features without any supervision.  

 

 
 

Figure 2: Architecture of two-layered CNN 
 
CNN has the same layers compared with the traditional 
neural network, but along with other segments, it also 
contains convolution, followed by max pooling. A commonly 
used architecture for feature-based forward feeding neural 
networks is CNN. Convolution highlights the features 
bypassing different filters through the signals and pass that 
receptive field to the next layers.  
 
Typically, the output of the convolution layer is passed to a 
reductive pooling, thus retaining features intact within a 
small space, accordingly decreasing the range of phenome to 
be realized in later segments. Those layers in aggregate with 
each other form multiple layers of a deep architecture, before 
being eventually followed through totally related layers. 
 
1.4 Random Forest 
 
Random forest classifier is an ensemble-based supervised 
classification algorithm with multiple decision trees. Gini and 
information gain estimate the root node and branch 
separation criteria, and this is achieved in an arbitrary 
manner by the random forest algorithm. 
 
One of the potential problems with this algorithm is 
overfitting. This algorithm additionally has a few points of 
interest, like its ability to deal with noisy data and group 
certain multi-class features. Its execution is comparatively 
high as the number of trees is constructed to build a forest. 
 



Donepudi Babitha  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(2), March - April 2020, 1340 – 1345 

1342 
 

 

2. RELATED WORK 
 
J. Lee and I. Tashev [1] mainly focused on classifying the 
emotion on out loud uninterrupted sounds rather than 
considering frames. Feature extraction was performed by 
feeding sequential vectors. They merged these vectors into a 
tensor and given to RNN at the 32-dimensional frame level. 
Such global features were later fitted into an ELM for 
utterance extraction and classification. 

 
Work done by J. Wagner [2] explains that different complex 
sets of acoustics are assessed utilizing RNN along with 
features extracted from CNN, as they were to infer that there 
is no unmistakable champ.  

 

Fayek et al. [3] also presented the DNN model integrating 
RSS. It is highly likely that excessive input signal 
pre-processing accompanied with no model generalization 
would ultimately lessen the accuracy level of the machine 
learning algorithm.  

 

The algorithm proposed by Humaid Alshamsi [4] [14], is used 
by the framework to extract features using MFCC frequency. 
To perceive the emotion, the classification stage used the 
SVM. 
 

3.  METHODOLOGY 
 

 
 

Figure 3: Phases of execution 
 

Out of the various variety of datasets, RAVDESS stands out as 
it contains more than 7000 audio files, which includes speech 
and songs as well. Of around 1400 speech files, each one of 
them is scaled between 0 to 10 in the bases of emotion, 
originality, and quality (intensity) of both male and female 
with light and secure, toned speakers of 12 each.[8] 
 

 
 

Figure 4: Data Pre-Processing 
 

In our method, pre-processing is the first phase, as shown in 
Figure 3. In that phase, speech is taken in the form of a signal 
and converted to numerical using audio encoders. Loading 
encoded data into a data frame all of the phenomes concise 
into features allowing easy feature extraction and labeling.[9] 
As most of the audio signals don’t have empty tones, the data 
is clean, but sample distribution varies from feature to feature, 
so we distributed the standardized data uniformly, thus saves 
time and resources [13] [27] [28]. 
 
As shown in figure 3.1, prepared data was sent to the data 
splitting phase. In this phase, the available data of 864 data 
samples are split into 691 train and 173 test samples, at which 
test samples are validated with a k-fold cross-validation 
technique. Now evidence is ready for SVM, RF, and ANN, 
but, in the case of CNN [29] [30], there is one more step, 
reshaping the data where each data tuple in a row was 
arranged in its isolated space bust still represents its features. 
All these algorithms are estimated with grid search cv. 
 

3.1 SVM 
 

As our data is non linearly arranged, we mapped this data to 
lower dimensions using kernel trick, as these are highly 
sensitive audio properties, applying PCA or LDA will disturb 
the features [9][10][15], so we choose dimensionality 
mapping over dimensionality reduction. The choice of kernel 
estimated by grid search cv is RBF with C=100; gamma = 
0.01. 
 

 

Figure 5: Prediction using SVC 
 
3.2 RF 
This algorithm was implemented on prepared data as this 
uses ensemble technique boosts the performance compared 
with other decision-making techniques; parameters are 
estimated by grid search cv with the number of trees = 250, 
Gini ratio criteria, and no max depth for precise accuracy 
calculation. 
3.3 ANN 

A multi-layer perceptron neural network with 500 iterations 
was implemented on prepared data with tanh activation of 
batch 256 at 0.01 constant learning rate. Three hundred 
neurons are considered in each hidden layer that is optimized 
with the adam algorithm, which is again estimated using 
grid-search-cv. [11] [16] [17] 
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Figure 6: ANN Architecture 

3.4 CNN 
For this algorithm, prepared data need to be reshaped into 
separate subsequent spaces. Convolution layer input 
parameters in the form of individual values to apply various 
filter. [31] [32] 

 

Figure 7: Extra step for CNN 

Our choice of the kernel is a 3x3 kernel of 64 filters followed 
by a 2d max-pooling that keeps the highlights but scales down 
the data 4 times [18] [19]. Allows the followed dense network 
to work faster as they contain 800, 400, 200, and 100 neurons, 
respectively. 

4. RESULTS AND DISCUSSION 
 
In this paper, we carry out the experiments to evaluate the 
performance of various machine learning models [20] [21] to 
identify the most suitable algorithm for the RAVDESS 
database and also to identify the exciting insights of the data. 
 
Classification models are developed using algorithms like 
Multi-Layer Perceptron, Support Vector Machine, Random 
Forest, Convolution Neural Networks. 
 
ANN’s performance is observed in a confusion matrix with 
respect to true positives and true negatives values, as shown in 
Figure 9. The highest prediction rate can be found in neutral 
emotion. 
 

 
 

Figure 8: Random Forest Result 
 
 

 
Figure 9: Confusion matrix for ANN-MLP 

 
The performance of the CNN inaccuracy score is admirable as 
CNN is extensively used for image processing by many 
researchers. However, the loss fluctuation did not affect the 
model as it settles at a very lower rate of around 2%, which is 
admirable. 
 

 
Figure 10: Performance curve of CNN 

 
Overall, various classifier models developed based on metrics 
like accuracy score and precision, neural networks classifier 
MLP has the highest accuracy rate of 81.4%. The emotion 
recognition rate of SVM [22][23] and CNN was almost 
similar. The precision rate was virtually identical to the 
accuracy rate for the Support Vector Machine classifier. The 
accuracy can be further improved by increasing the size and 
dimensionality of the data [24][25]. The ANN classifier 
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model performed well in classifying the emotions “Calm” and 
“Neutral.” However, the model misclassified few speech 
signals of “Calm” as “Neutral” and vice versa. The classifier 
model additionally carried out well in classifying different 
emotions, except the “Happy” and “Fearful.” 

 
Figure 11: comparison among several classifier models. 

 
The sound characteristics were not adequate to distinguish the 
variations among these emotions. The reason for this 
misclassification may be the extracted MFCC, MEL, Chroma 
features, which are not sufficient to accurately differentiate 
between those emotions where the vocal patterns do not differ 
much [27]. 

5. CONCLUSION 
 
Out of all the experimented algorithms for emotion 
recognition, ANN performed significantly, followed by SVM 
with a difference of about 5% inaccuracy and 3% in precision. 
CNN exceeds the expectation by reaching about the same 
level of accuracy as SVM but falls under with precision score, 
which is expected as it is proven to be worthy at image 
processing compared to speech processing. RF shows a 
drastic fall in performance at both accuracy and precision 
scores. Speech analysis is often treated as one of the hectic 
problems over the past few years. With our study, ANN may 
help in reducing the complexity in solving it, contributing 
more computation power to the neural network to allow more 
complex neural structure benefiting accuracy for speech 
analysis and emotion recognition. 
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