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ABSTRACT 
 
Human falling happens whenever there is a slight change in 
the position of the human body from sitting, standing or 
lying to a lower slanting position. This situation mostly 
happens among old people due to their physical weaknesses 
associated with aging.  It is critical in health security to 
detect human falling because it can lead to serious 
consequences such as bone fractures or even death.  The 
problem with the current technology such as wearable 
sensors is that the elderly often forgets and sometimes 
reluctant to wear them. Therefore, vision-based approach is 
proposed to recognize human falling activity using shallow 
Convolutional Neural Network (CNN). Experiments have 
been conducted to train and test the CNN model to 
determine good parameters that achieve the highest 
accuracy using UR Fall dataset.  The experimental results 
show that human falling activity recognition using shallow 
CNN is still able to achieve 100% accuracy. 

 
Key words : Convolutional Neural Network, human falling 
recognition, UR Fall dataset.   
 
1. INTRODUCTION 
 

Human activity recognition (HAR) is one of the popular 
studied computer vision applications including video 
surveillance [1][2] and health care [3]-[5] which includes 
elderly falling activity recognition [6]-[11].  Fall happens 
when there is a sudden change of body position from lying, 
standing or sitting position to a lower position [7].  It is a 
common activity that occurs among senior citizens due to 
their physical weaknesses associated with aging. Falling 
can cause negative consequences for their health.  In fact, it 
is one of the major causes of their deaths [9].  However, we 
must bear in mind that falling cannot be completely 

 
 

prevented but with automatic falling recognition approach 
can help to provide immediate action to help the elderly [3].   

As the population of the elderly is rising, this led to the 
increasing demand of surveillance system that can support 
falling detection in the healthcare industry [10]. 

As a result, nowadays human falling activity recognition is 
becoming a popular computer vision problem [11].  Due to 
an increase in demand for the technology related to falling 
detection, it has become an important research area in 
assistive technology [12]. It is a process where it recognizes 
the activity or actions performed by a human where it can 
improve and facilitate the rehabilitation process of patients 
[13]. 

Human falling activity recognition can be conducted either 
using sensor-based [12] or vision-based approaches [14].  
Sensor-based is an approach where patients or users wear 
wearable sensors like accelerometers or help buttons [15]. It 
can be attached under the armpit or around the waist [10]. 
But the problem is that the elderly often forgets and 
sometimes reluctant to wear them [15].  Besides that, the use 
of a help button has also been introduced, but it can be 
ineffective if the person is unconscious after the falling 
incident [15]. A vision-based approach uses camera to 
detect and recognize falling activity [14].  The highest 
accuracy for vision-based approach for falling detection and 
recognition is 0.97 using UR Fall Detection dataset but this 
achievement may not be sufficient since it involves life and 
death situation [14]. Thus, accuracy that is better than 0.97 
is still necessary to recognize falling activity.  

Nowadays, world advances in medical technology thus 
resulting in a growing population of senior citizens [16].  
Falling is a main health problem among the elderly and can 
cause negative consequences to their health [17] especially 
if not being entertained fast [18]. It can lead to fracture and 
serious consequences [16]. It can also turn to severe injuries, 
loss of independence, and even death [14].  There is also a 
chance that they may get into a coma, brain trauma or 
paralysis. Sometimes if unconscious for a long period of 
time with late rescue may worsen the situation [19][20]. In 
addition, the rate of falling incidents among the elderly 
above the age of 65 is increasing [17]. 
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Currently, deep learning is a popular technique in computer 
vision. It has achieved excellent performance in various 
image recognition problems such as handwriting word 
recognition [21], iris recognition [22], and traffic sign 
recognition [23].  Thus, the aim of this study is to apply 
Convolutional Neural Network (CNN), a popular technique 
under deep learning, to recognize human falling activity. 

This paper is organized as follows.  Section 2 explains the 
architecture of CNN followed by the experimental results 
and analysis.  The last section summarized this paper.  

 
2.CONVOLUTIONAL NEURAL NETWORK 
ARCHITECTURE 
 
Deep learning has the ability to automatically extract 
features from the images which removes the necessity of 
handcrafted feature detectors and descriptors for 
classification or recognition as in the machine learning 
approach [24].       Krizhevsky et al. [25] first trained the 
deep ConvNets also known as Convolutional Neural 
Network (CNN) in extremely huge image datasets 
consisting of over 15 million labeled images. The 
remarkable results lead to its popularity in diverse pattern 
recognition domains. 

CNN has various layers where the output of a previous layer 
is passed as input to the next layer [25].  Figure 1 illustrates 
the different layers of CNN architecture.   

 

 
 

Figure 1: CNN architecture. 
 
At the very beginning of this process, an input image of size 
64x64 is broken down into pixels. CNN receives an input 
image of a three dimensional matrix where the sizes of first 
two dimensions equal to the width and height of the image 
while the third dimension corresponds to the number of 
color channels.  In this research, the color channel is 3 for 
RGB images.   What this means is that a single color image 
actually provides three images as input to the CNN.  A 
grayscale or binary image has the channel of 1 for the third 
dimension.   

The main purpose of the convolution layer is to extract 
features from the input image. The convolutional layer is 
always the first layer in CNN. A convolution is a linear 
operation that involves the multiplication of an array of 

input data and a two-dimensional array of weights called a 
filter of kernel and the result of this is the convolved feature 
map.  During a convolution, the filters slide over the input 
feature map’s grid horizontally and vertically, one pixel at a 
time extracting each pixel. Figure 2 shows an example of 
how the computation is being performed in the convolution 
layer.  By looking at Figure 2, we can see that the first filter 
slides over the input image for channel 1, one pixel at a time 
starting from the top left. The filter multiplies its own values 
with the overlapping values of the image and adds all of 
them up to output a single value for each overlap until the 
entire image is traversed.   CNN leans from multiple filters 
which correspond to multiple features. 

 

 
Figure 2: Sample computation in convolution layer [26]. 

Once a feature map has been created, it is passed to a 
nonlinearity or activation function.  The purpose of 
applying the activation function is to increase the 
non-linearity in the images because images are naturally 
non-linear. One of the popular activation functions is 
Rectified Linear Unit (ReLU). ReLU applies the function 
f(x) = max (0, x) to all of the values in the feature map where 
it changes all the negative values to 0 but maintain the 
original nonzero values.  Figure 3 shows an example of how 
the result looks like after applying ReLU activation 
function. 

 

 
Figure 3: Sample computation in ReLU  layer [26]. 

 

Another building block of a CNN is pooling layer. It 
progressively reduces the size of the input representation, 
thus reducing the amount of parameters and computation.  
The result is a pooled feature map.  It also helps to control 
overfitting, a situation where the model is being trained too 
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well.  As a result, it provides very good accuracy on trained 
data but not on test data.  

There are two popular types of pooling that are max-pooling 
and average pooling.  Max-pooling takes only the maximum 
values from each sub-image while average pooling 
computes the average from each sub-image to produce the 
pooled feature map. Figure 4 shows some sample result of 
max-pooling and average pooling. 

The final fully connected layer contains softmax as in 
Equation (1) which outputs a probability value from 0 to 1 
for each type classification.  
 

     
                                                                                  

Equation (1) 

 

 
Figure 4: Sample computation in pooling layer. 

 
 
3.  EXPERIMENTAL RESULTS AND ANALYSIS 
 
The dataset used in this research is UR Fall Dataset, retrieved 
from [16]. This dataset contains 30 different folders that 
represent 30 videos which have been converted to 100 frames 
of human falling and 30 different videos of other human 
activities such as sitting, walking and sleeping.  70% of the 
images were used for training while 30% were used for 
testing.  Figure 4 and Figure 5 show examples of some of the 
images used from this dataset. 
 
The performance of the CNN can be improved by adding 
more convolve and pooling layers and fine-tuning the 
parameters within the layers.   Table 1 shows the recognition 
performance accuracy produced by investigating the 
parameters such as applying different types of activation 
function and pooling function, different number of 
convolutional layers and pooling layers, with or without 
dropout, different percentage of dropout, and various 
classifiers.  Dropout is a regularization technique where it 
randomly select neurons and ignored it during training.  Due 
to time constraints, in this experiment, parameters that are 
fixed are the number of kernel filters, number of pooling 
layers which is 1 layer and the size of the kernel which is 3x3.    
 
. By referring to Table 1, we can see that the CNN model with 

the listed parameter values can achieve accuracy of 1.0 when 
fed with UR Fall Dataset. This experimental results show that 
using hyperbolic tangent (tanh) as activation function with 
average pooling did not achieve accuracy 1.0 on any sigmoid 
or softmax classifier compared to other parameters.  Tanh 
takes the range from -1 to 1 where it suffers from losing the 
gradient.  On the other hand, when comparing ReLU and 
ELU activation functions, ReLU takes the range from 0 to 
infinity which avoids and resolves the problem of eliminating 
the gradient. All the negative values will become 0 while ELU 
is very similar to ReLU except it can produce negative 
outputs. Figure 6 illustrates the accuracy and loss for ReLU 
with max-pooling and softmax classifier of UR Fall Dataset 
without dropout while Figure 7 shows the result with dropout.   
 
By referring to Table 2, we can see that the model with the 
above combination of parameters can achieve accuracy of 1.0 
when fed with UR Fall Dataset although the dropout increases 
from 0.1 to 0.2.  
 
   

 
Figure 4 : Examples of different falling activities.  

 
 

 
Figure 5 : Examples of non-falling activities.  
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4. CONCLUSION 
 
This research has presented the accuracy performance of 
CNN for falling activity recognition.  Experimental results 
show that recognition accuracy of 1.0 can be achieved using 
shallow CNN with just one convolutional layer with ReLU, 
one max-pooling layer, softmax at the fully-connected layer.  
By fine-tuning the parameters within the layers, the 
performance accuracy can be improved without having to add 
more layers.  Future work involves recognizing other types of 
human activities for real-time video surveillance system. 

 
 

Table 1: Experimental results of CNN with different 
activation and pooling functions. 

 

 
 

 
Table 2: Experimental results of CNN with different values 

of dropout. 
 

 

 
 

Figure 6: Graph model accuracy and loss for relu with max 
pooling and softmax classifier of UR Fall Dataset without 

dropout 
 
 

 
 

Figure 7: Graph model accuracy and loss for relu with max 
pooling and softmax classifier of UR Fall Dataset with 

dropout. 
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