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 
ABSTRACT 
 
The exponential growth of internet usage poses a challenge in 
managing the bandwidth and securing the campus network 
environment. The ability differentiates and profile different 
type of data traversing in the Internet traffic is essential for 
ensuring effective bandwidth distribution and safeguarding 
network security. This work implements unsupervised data 
mining approach to analyze the network traffic trend and type 
of traffic in campus network. In this research, Orange tool is 
used in implementing K-Means Clustering Algorithm to find 
a network trend pattern of user accessing the Internet and to 
produce network traffic profiling in high volume traffic. 
Three clusters have been created based on the network traffic 
data described as high, medium and low number of hits 
towards the protocol services and unique IP address. Results 
shows that 74,869 hits come from DNS (UDP), 40,658 hits 
from MySQL and 3191 hits from HTTP. These are the high 
traffic that consume the bandwidth. Data mining process lead 
to reveal the information gather for profiling purposes and 
identify type of traffic passing through the campus network. 
The outcome of this study can be a recommendation of 
managing or shaping the bandwidth usage and strengthen the 
security policy of the network. 
 
Key words: Traffic Profiling, Data Mining, K-Means 
Algorithm, Network Security 
 
1. INTRODUCTION 
 
Internet users are increasing, and majority of the usage is 
towards Over-the-top (OTT) media service messaging 
platform such as Whatsapp and Telegram; obtaining 
information such as Wikipedia; for entertainment such as 
Youtube and Netflix; and for work such as Google Docs. 0.4 
million increase of Internet users is reported in Malaysia 
between 2015 to 2016[1]. This tremendous increase in 
Internet users and traffic poses a challenge to network 

 
 

administrator in managing the resources such as network 
bandwidth distribution and in the same time protecting users’ 
security and privacy. Internet usage mostly are 
communication carried over TCP/IP protocols that consists of 
data, voice, video and messaging are carried over TCP/IP 
protocols [2]. Profiling the network traffic will support the 
network administration job by giving the pattern of the traffic 
to differentiate unwanted traffic such as Malware, botnet 
[3,][4], phishing email DOS attack [5] and data breach[6]. 
Bandwidth distribution among users could be maintained by 
the traffic pattern. Network abuse or hog the bandwidth 
capacity when user run P2P download or video streaming 
could be stopped [7]. 
 
Data mining consists of processes that extract information 
from a pool of unknown data [8]. The k-means algorithm 
utilized clustering approach to cluster data such as network 
traffic into groups of related data without any prior knowledge 
of those relationships; known as un-supervised learning [9]. 
 
There are previous studies that profiled the network traffic 
using K-means clustering technique [6],[7]. The study of [7] 
used K-Means algorithm to identify network traffic activities 
related to teaching and learning by identifying the bandwidth 
of users’ pattern. But the study did not classify network traffic 
and the scope of the study is not performed in campus network 
environment.  The study of [6] and [10] used K-means 
clustering for classifying the network log in order to identify 
internet used behavior. However, the study did not classify the 
traffic directly as it was performed on the log rather than at 
network layer packets. Besides that, the work of [11] used 
K-means algorithm and Euclidean distance on Netflow 
protocol traffic to determine anomalies caused by UDP flood 
attack. Other than that, there is an effort from [12],[3] to used 
data mining technique such as K-Nearest Neighbor to identify 
anomalies in heart disease and social media. The work of [14] 
used data mining technique known as Genetic algorithm in 
order to find a trend in stock market. From the previous study, 
none of the work used K-means clustering algorithm as a data 
mining technique to conduct network traffic profiling in 
campus network environment. 
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This work implements unsupervised data mining approach to 
analyze the network traffic trend and type of traffic in campus 
network. In this research, Orange tool is used in 
implementing K-means clustering algorithm that could be 
seen as the most suitable solution [15] to find a network trend 
pattern of user accessing the Internet and to produce network 
traffic profiling in high volume traffic. The outcome of this 
study can be a recommendation for managing or shaping the 
bandwidth usage and strengthen the security policy as well as 
help the organization to manage the network and assist the 
connectivity issue faced by internal and online user in campus 
environment. 
 
2. REVIEW OF THE LITERATURE 
 
Profiling a network traffic involves finding metadata in a 
large amount of data [16] 
 
 that moved across network at certain time [17]. Example of 
network traffic profiling usage is to understand Internet users’ 
behavior [18] and to map the level of security treat and 
identify suspected abuser [10]. 
 
Data mining is a process of profiling large data into useful 
information by using certain techniques. Examples of data 
mining techniques used are classification, clustering and 
regression. Classification generally weighs the input data so 
that the output can be separated into two values.  Examples of 
classification algorithms are neural network, Naive Bayes 
[19] and K-nearest algorithm [20]. Clustering works by 
grouping the similarity of the input data. Examples of 
clustering algorithms are K-means, Mean-Shift and 
Clustering Mixture Model [21],[22]. Regression technique is 
used to predict a range of numeric values from a dataset. This 
work applies K-Mean algorithm on network traffic data. 
 
K-means find the similarity among the data by calculating the 
means values. It starts by randomly identify points, terms as 
K. If the K value is 2, it means 2 point is chosen. For each 
point, the means values between the point and surrounding 
data is determined. The calculation of the means values might 
be done using Euclidean distance, Manhattan, Cosine [6].   
 
The are many tools to implement the clustering algorithms. 
For example, Orange, Rapid Miner, Knime, WEKA, KEEL 
and R [12] . This works used Orange. It is open source and 
was developed in 2009 under GNU General Public License. 
Orange is compatible with Phyton language for machine 
learning. It consists of machine learning suite, 
components-based data mining, visual programming 
front-end, explorative data analysis, Phyton binding and 
libraries for scripting. 
 
Campus network can be referred to a corporation, government 
agency or university that interconnected via local area 
network (LAN) [23]. However, most of the previous studies 
on investigated network traffic were limited to university 

campus network only [24-26]. For example, email traffic 
workload of University of Calgary’s has been investigated 
[24] by comparing the email protocols; IMAPS and SMTP. 
Fulda University network traffic flow has been used for deep 
neural networks (DNNs)training for the purpose of improving 
network utilizing [25]. The flow of data across the network of 
The Federal University of Technology, Akure (FUTA) has 
been used to model the queuing model analysis by 
investigating the TCP and UDP protocol-based packets [26]. 
To the best of our knowledge, there is no work that use 
corporation, government agency to investigate the network 
traffic characteristic. This work used those traffics as a part of 
dataset, however the name of the organization is not mention 
due to the privacy issue. 
 
3.  METHODOLOGY 
 

This works consists of the three phases. Phase one is data 
collection and pre-processing. Phase two is datasets 
preparation. Third phase is to overall implement of the work  

 
3.1 Phase 1- Data Collection and pre-processing  

 
The network traffic data is taken from a campus network. A 

campus network can be defined as a corporation, government 
agency or university that interconnected via local area 
network (LAN) [23]. The dataset is collected from switches 
and firewall packet and log using Wireshark and WinSCP 
tool. The data collection is conducted for two days (1st and 2nd 
May 2018) and produced 235,141 records. 

 
The pre-processing involves the transformation of raw 

network data to impute missing values and normalize 
features. Secure Copy Protocol (SCP) is used to transfer the 
raw data. The Raw data is loaded into spreadsheet using 
comma- or table limited format for the data cleaning with 
filter and sort function. During this process the erroneous or 
missing data is identified.  

 
3.2 Phase 2 -Datasets preparation  

 
Orange is the data mining tool used to cluster the network 

traffic data into useful information. Phyton language is 
needed to run the Orange tool successfully [27].  

Three datasets are used in this work. The first two datasets 
are used to validate the Orange tool. The first dataset is Iris 
dataset; a small dataset that is often used to test machine 
learning algorithms and visualizations. The dataset contains 
3 classes of 50 instances each, where each class refers to a type 
of iris plant [28] 

. It come with Orange tool. The purpose of using this 
dataset is to validate the functionality of Orange in the 
clustering process. The second dataset is KDDCup dataset. 
This is benchmark network traffic dataset. It is used to test 
whether Orange can accept network traffic data and cluster it 
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correctly. Both datasets do not undergo the cleaning process 
since they already in acceptable form to be inserted into 
Orange tool.   The final dataset is the real campus network 
data set taken from an organization. The aim of the clustering 
is to identifies type of traffic generated by the users. 
Recommendation of the bandwidth usage and suggestion of 
the security policy of the network is derived from the results 
produced.  

 
3.3 Phase 3 – Overall Implementation  

 
This work used Laptop of Dell Latitude E5470, with 
Windows10_64-bit, Hard disk of 500TGB, RAM of 16G and 
CPU of Intel-CoreI7.The Network interface, IP Address and 
Netmask are required. The data mining tool is Orange 3.13 
software with Phyton for scripting language. Network traffic 
log files collecting required SCP to transfer the data, 
Notepad++ and Excel to extract the log files. Software 
monitoring tool used is Wireshark.  
 
The K-means clustering algorithm is used to profile the data 
from the datasets. Iris dataset used 150 sample dataset, 
KDDCup dataset and the real campus network datasets used 
5000 samples. 300 iteration is used with 10-time re-run 
processes. The K value is 2.  
 
Fig. 1 illustrates the overall implementation of the work. The 
work starts with Phyton data mining library preparation, then 
Orange tool can be launched. Then the datasets are inserted 
only after it is in the proper format. After that the K-means 
can be run. Further, the Visually scatted Plot of the results are 
produced. Profiling analysis is done at the end.  
 

 
Figure. 1: Overall work implementation  

4.  RESULTS AND DISCUSSION 
 
The results discussed in the following present the Iris and 
KDDCup datasets in validating the Orange tool. Section 4.3 
illustrates the campus network datasets profiling results, 
while Section 4.4 is the technical recommendation for the 
campus network implementation.  
 
4.1 Dataset Validation using Iris Dataset 
 
The Figure 2 and Figure 3 show the Iris datasets before and 
after the execution of K-means clustering. Column in Figure 
2 consists of iris information, sepal length sepal width, petal 
length and petal width. Before the K-means clustering, the 
data is raw, and no clustering information provided. Figure 3 
show the implementation of the K-means. It shows that two 
columns have been added: Cluster and Silhouette. These 
results show that the tool able to cluster the Iris datasets. Two 
cluster have been created with its Silhouette values 
accordingly. The result of visualizing the dataset after 
k-means with k=2. 

 
Figure 2 : Iris dataset before the K-means clustering 

 
Figure 3 : Iris dataset after the K-means clustering 
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4.2 Dataset Validation using KDDCup Dataset 
 
The Figure 4 and Figure 5 shows the result before and after 
implementing of K-means on KDDCup dataset. Identical to 
Iris dataset, Orange tool able to cluster the data by adding the 
cluster and Silhouette to the table.  Based on KDDCup dataset 
clustering it shows that most common features of the datasets 
are Service and Protocol type. Figure 6 shows the example of 
Services of the network traffic are ftp_data, smtp and http.  
Figure 7 illustrates the KDDCup clustering on protocol type.  
 

 
Figure 4: KDDCup dataset before K-means clustering using Orange 

tool. 
 

 
Figure 5: KDDCup dataset after K-means clustering using 

Orange tool. 
 

 
Figure 6: KDDCup clustering by K-means on services. 

 

 
Figure 7: KDDCup clustering by K-means on protocol_type. 

 
4.3 Campus Network Datasets profiling results 
 
Figure 8 shows the campus network data traffic before the 
clustering. The data has hit category as low, medium (med) 
and high that refer to access towards the network resources.  

 
Figure 8: Campus Network traffic before clustering 
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Figure 9: Campus Network traffic after clustering 

 
Figure 9 is the network traffic data after clustering. Based on 
the figure it shows that, Orange tool able to the clustering by 
clustering the low hit traffic to cluster C1.  
 
Figure 10 illustrates further clustering towards network 
services. Three clusters have been applied. Result illustrates 
that cluster 1 and cluster 2 shares the same services such as 
DNS(UDP). As for cluster 3, it only consists; MySQL and 
DNS(UDP).  
 
4.4 Technical Recommendation  
 
Technical recommendation is based on the Protocol type. The 
recommendation is based on the 2 days that the traffic data 
has been collected from the campus network. The two day 
were public holiday which was a Labor Day holiday.  
 
A. Domain Name System (DNS) User Datagram Protocol 
(UDP)  
 
DNS(UDP) at port 53, should be allowed. This 
recommendation is based on the records’ results that shows 
one to one IP address communication that hits 54,879 high 
volumes in concurrent sessions in two (2) days that shows in 
cluster 3 out of 74,869 totals of the service hits. 

 
Figure 10: Campus Network traffic Clustering towards 

Network services 

B. MySQL 
MySQL at port 3306 should be terminated. An attempt has 
been done to this service. It has been hit by 40,658 hits. It is 
advisable to create a default rule that restrict the connection 
except for the authorized access only. 
 
C. SSH 
SSH is at port 22 should be terminated. Total attempt is 363 
from different public IP. 112 record come from a single IP 
address. It is advisable to set an IP range for the connection 
and restricted for administrative job only. 
 
D. HTTP 
HTTP is at port 80. This port should be restricted from same 
source IP based on range connection. Results show that an 
attack has come from public IP address with 3191 hits.  
 
E. NTP 
NTP is at port 123. Attempts to update this server has been 
recorded (302 hits). It is advisable to allow only for local area 
network only. 
 
F. Telnet 
Telnet is at port 23 and it is not secure. It is advisable to 
terminate the connection.  
 

5. CONCLUSION 
This work has been successfully profiled a network traffic 
data on a campus network by using K-means algorithm. The 
profiling is based on clustering approach. As a conclusion, the 
increasing use of Internet among users has posed a challenge 
to campus network administrator in ensuring fair distribution 
of bandwidth and protecting the security of its users. 
Therefore, by having the capability to profile the internet 
traffic into different type will provide better visualization on 
the campus network usage.  Future work would be comparing 
different type of clustering approaches on the network traffic 
data.  
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