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ABSTRACT 
 
Traditional one-class anomaly detection is error-prone, 
leading to numerous false-positive and false-negative 
anomalies within a context or condition. These anomalies or 
outliers tend to decrease the accuracy of the Multiple Linear 
Regression (MLR) and Logistic Regression (LR) models. 
Also, many real application scenarios have datasets 
consisting of normal data points or events without anomalies. 
This study introduces an algorithm using semi-supervised 
learning on a one-class dataset for classifying conditional 
anomalous instances. Secondary ground-truth datasets were 
collected from the Philippine Atmospheric, Geophysical, and 
Astronomical Services Region XI in Davao City, Philippines 
Natural Environment Research Council, and Kaggle 
repositories. The study used six (6) models for evaluation of 
the One-Class Conditional Anomaly Detection Algorithm 
(OCCADA) and its application to MLR & LR. The basic 
assumptions of the models were considered in making valid 
inferences. The results showed that OCCADA’s classification 
accuracy on continuous and dichotomous response variables 
were 90% and 91%, respectively. Also, the application of 
OCCADA to MLR generated a low MAPE value of 0.09 
compared to the classic MLR. Similarly, the application of 
OCCADA to LR increased in percentage of 18.30% 
compared to the classic LR. The results show that the use of 
the new one-class conditional anomaly detection algorithm 
using semi-supervised learning was effective in producing a 
highly accurate model for classifying conditional anomalous 
instances and improved the prediction accuracy of MLR and 
LR models.  
 
Key words : Classification, Conditional Anomaly, 
One-Class, Multiple Linear, and Logistic Regression.  
 
1. INTRODUCTION 
 
Data mining is used to discover patterns using descriptive and 
predictive methods. The descriptive methods used in data 
mining are an association, clustering, summarization, and 
 

 

sequence analysis while predictive methods are classification, 
prediction, time series, and regression (Dunham, 2002; Patel 
& Mehta, 2011; Rezig, Achour, & Rezg, 2018; Sagar, 
Prinima, & Indu, 2017) 
Predictive methods such as classification algorithms generate 
models from training samples ,…,  and using the learned 
model to classify and predict the new dataset. The algorithms 
for classification include Iterative Dichotomiser 3 (ID3), 
C4.5, Bayesian Network, K-Nearest Neighbor (KNN), 
Support Vector Machine (SVM) among others. Moreover, 
regression predicts the real-valued data item by some known 
type of function (Dunham, 2002). The regression techniques 
are linear & multiple regression, logistic, lasso, and ridge, 
which are used to make predictions (Geetha, 2018).  
Anomaly is considered as a special kind of outlier that is of 
interest with an analyst (Aggarwal & Heights, 2016). The 
three (3) types of anomalies are point, contextual or 
conditional, and collective (Goldstein & Uchida, 2016). The 
supervised, semi-supervised, and unsupervised learning 
methods can be used to detect the anomalies. The algorithms 
used to identify point & collective anomalies using supervised 
learning are KNN, Local Outlier Factor (LOF), and 
Distributed Time-Delay Neural Network (DTDNN). The 
One-Class Support Vector Machine (OCSVM), Feature 
Boundaries Detector for One-Class Classification 
(FBDOCC), Least Squares OCSVM (LS OCSVM), Kernel 
Principal Component Analysis (PCA), Gaussian Process 
One-Class (GP OCC), Condensed Nearest Neighbor Data 
Description (CNDD), and One-Class Random Forest (OCRF) 
are used for semi-supervised learning. Also, Unsupervised 
Principal Component Classifier (UNPCC) and DTDNN can 
be used in multi-class dataset for unsupervised learning. The 
Multivariate Conditional Outlier Detection (MCODE) was 
developed for multi-class and supervised learning while 
One-Class Conditional Random Fields (OCCRF) for 
unsupervised learning. However, there are no existing 
algorithms for semi-supervised learning for a one-class 
dataset for conditional anomaly detection to date. 
Moreover, traditional one-class conditional anomaly 
detection is error-prone, leading to numerous false-positive 
and false-negative errors. One of the cases of false-positive 
reading is in diagnosing heart conditions when physicians 
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misdiagnose a healthy patient with cardiovascular disease. 
Conversely, false-negative diagnosis is when the physician 
misdiagnoses a person with cardiovascular disease as healthy. 
Furthermore, the presence of outliers from the underlying 
databases decreases the accuracy of prediction models for 
reliable knowledge discovery. Due to the negative impacts, 
there remains a need to develop a new semi-supervised 
one-class classification algorithm for classifying conditional 
anomalous instances and improving multiple linear and 
logistic regression prediction models' accuracy. 
 
2. RELATED LITERATURE 
 
2.1 Data Mining 
Data mining is used by machine learning as the information 
source to extract knowledge from a large amount of data 
(Witten & Frank, 2005).  It is also an essential step of 
Knowledge Discovery in Databases that applies data analysis 
and algorithms that produce model over the data (Fayyad, 
Piatetsky-Shapiro, & Smyth, 1996; Silwattananusarn & 
Tuamsuk, 2012).   
Moreover, data mining tasks involve the generation of 
descriptive and predictive models (Fadzilah Siraj & Mansour 
Ali Abdoulha, 2011). The descriptive methods identify 
relationships in data, while predictive methods predict values, 
as shown in the literature map of the study (Figure 1). 

The descriptive methods used in data mining are an 

association, clustering, summarization, and sequence 
analysis. Association finds relationships between multiple 
variables in a dataset while clustering partitions data points 
into sub-classes (Sagar et al., 2017). Clustering groups 
similar data to one another, where class labels of the data are 
not available (Patel & Mehta, 2011). Summarization extracts 
and characterizes the contents of the database (Dunham, 
2002).  Sequence analysis finds a relationship between data 
and periods (Rezig et al., 2018).  

The predictive methods in data mining are classification, 
prediction, time series, and regression (Dunham, 2002; 
Fadzilah Siraj & Mansour Ali Abdoulha, 2011). 
Classification generates a model from a training subset that 
distinguishes classes and uses the model to predict unseen 
data, while prediction generates models for continuous and 
dichotomous response variables (Han, Pei & Kamber, 2006). 
Prediction determines the likelihood or outcome of the data 
(Fadzilah Siraj & Mansour Ali Abdoulha, 2011). Time series 
extracts information defined by the time they were recorded 
(Yan, Ulanova, Ouyang, & Xu, 2014). Regression predicts 
real-valued data items by some known type of function 
(Dunham, 2002). The linear & multiple regression, logistic, 
lasso, and ridge are the types of regression techniques to make 
predictions (Geetha, 2018). 
 
2.2 Classification Algorithms 
 
The classification algorithms provide models or classifiers 
that identify a set of categories (Khan & Madden, 2014). 
These classification models can be formed using an If-Then 
rule, decision tree, or neural network (Han, Pei & Kamber, 
2006). Some of the classification algorithms are ID3, C4.5, 
Bayesian Network, K-Nearest Neighbor (KNN), and SVM 
(Soofi & Awan, 2017).  
 
Classification algorithms will use a training subset to build a 
model or classifier. The model will learn by analyzing the 
training subset made of attributes with instances and their 

associated class labels. The class label attribute is discrete, 
unordered, and categorical. The testing subset will be used to 
evaluate the accuracy of the model (Han, Pei & Kamber, 
2006).  
 
The classification algorithms are evaluated according to their 
classifier's accuracy, speed, robustness, scalability, and 
interpretability. The classifier’s accuracy is evaluated to test 
its ability to classify unseen instances correctly. The 

Figure 1: Literature Map 
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confusion matrix is used to evaluate for binary and multi-class 
classification algorithms (Tharwat, 2018).  
 
Some applications of classification algorithms are land 
capability classification, computer crime forensics, fraud 
detection, decision making of loan application by debtor, 
signature verification, traffic incident detection, micro array 
data classification, scene classification, motors fault 
diagnosis (Soofi & Awan, 2017), analysis of road safety risk 
factor dependencies (Kwon, Rhee, & Yoon, 2015), disease 
and spam detection (Tong, Feng, & Li, 2018), movie review 
(Chaovalit & Zhou, 2005), text classification (Kowsari et al., 
2019), economic forecasting (Bafandeh & Bolandraftar, 
2013), fault diagnosis (Zhao, Yang, Lu, & Wang, 2015), 
cancer genomics (Huang et al., 2018), speech recognition 
(Ganapathiraju, Hamaker, & Picone, 2004), galaxy 
morphologies (Freed & Lee, 2013), hydrology (Raghavendra. 
N & Deka, 2014), bioinformatics (Wang et al., 2017), lung 
classification (Porkodi & Karuppusamy, 2019), 
bioinformatics (Vignesh et al., 2019), mushroom 
classification (Ottom, Alawad & Nahar, 2019), outlier or 
anomaly detection (Aggarwal & Heights, 2016)  and many 
more. 
 
2.3 One-Class 
 
The single-class classification was introduced decades ago in 
the context of labeling only one class of crop, which is wheat 
in the Large Area Crop Inventory Experiment using Bayes 
classifier (T. C. Minter, 1975). The classifier learned from the 
labeled training samples of the class of interest. The classifier 
was able to minimize the need for ground-truth samples of 
other classes. The one-class classification originated from the 
research work of Moya et al. (1993), and similar studies were 
published, including novelty detection (Bishop, 1994), 
concept learning in the absence of counter-examples 
(Japkowica, 1999), and positive-only learning (Madden & 
Munroe, 2005).  
 

The natural method of the one-class approach is 
distance-based (Eq. 1). The learned model will measure the 
unknown instance (x), and if it is smaller than the learned 
threshold, it will be classified as a normal class. Otherwise, it 
will be classified as another class (Camarinha-Matos, 2005). 
  target, if Measurement (x) ≤ 

threshold;  
(1)Class (x) =  

 Non-target, otherwise. 
 
2.4 Anomaly 
 
Anomaly is considered as a special kind of outlier that is of 
interest with an analyst  - discovering anomalous data points 
and instances or events that significantly deviate from the 
normal data point or events (Aggarwal & Heights, 2016). 

There are three (3) types of anomalies, namely: point, 
contextual, and collective (Goldstein & Uchida, 2016), as 
shown in Figure 2.  

 
Figure 2. Type of Anomalies 

The first type of anomaly is point anomaly, which occurs if an 
individual data instance deviates to the normal data points or 
events. The contextual or conditional anomaly occurs if the 
data instance is anomalous within a context or condition. This 
type of anomaly requires domain knowledge or requires a 
notion of context (Song, Wu, Jermaine, & Ranka, 2007). The 
last type of anomaly is called a collective anomaly. It contains 
the collection of data points or events that deviate from 
another group.  

 
3. CONCEPTUAL FRAMEWORK 
 
The concept used in the study is shown in Figure 3 below. 
 

 

The ground-truth and secondary datasets include response 
variables of continuous and dichotomous types. The training 
subsets were used to generate the OCCADA classification 
model. The OCCADA model used the testing subset to label 
the instances of the one-class datasets to either normal or 
anomalous class. All normal instances were used to generate 
the OCCADA-MLR predictive model for continuous 
response variables and the OCCADA-LR predictive model 
for dichotomous response variables. Then, a comparative 
evaluation of the predictive regression models was performed 
to determine the better model. The comparative evaluation 
between the OCCADA-MLR & classic MLR and 
OCCADA-LR & classic LR. Lastly, model assumptions for 
OCCADA-MLR and OCCADA-LR were performed. 
 

Figure 3: Conceptual Framework 
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4. MATERIALS 
 
RStudio Version 1.2.1335, 2009-2019 RStudio, Inc. 
statistical tool was used to process the datasets.  The computer 
system platform used was 64-bit Windows 10. 
 
All processing was done on a Dell Inspiron 15 5000 series 
laptop running on Intel Core i7-7500 CPU @ 2.70GHz with 
16.0GB of memory. 
 
The experimental datasets used in the study were 
ground-truth climate change data and benchmark datasets for 
heart attack. The climate change data were collected from 
PAG-ASA XI and PNERC Station ID 537. The data collected 
from PAG-ASA used as indicator attributes temperature, 
relative humidity, rainfall, and daylight, which were 
extracted from 1990-2016. The response variable was the 
tide, which was collected from the PNERC and extracted from 
the database on August 12, 2019. The heart attack dataset was 
taken from the Kaggle repositories (Janosi, Steinbrunn, 
Pfisterer, Detrano, & Aha, 2019). The profiles of the datasets 
are shown in Tables 3 and 4.  

 
Table 1. Characteristics of the datasets 

Quantification 
Index 

Climate Change Heart Attack 

Sample Size 180 261 
No. of Attributes 8 7 
Number of Classes 1 1 
Area Environment Health 

 
All instances in the datasets contain normal values extracted 
from the ground-truth collection and online repositories.  
 
Table 4. Climate Change Dataset Structure 

Attribute 
Name 

Description Type 

year Year (1990-2016) Numeric 
month Month (1-12) Numeric 
season Season (Dry, Rainy) Condition 
temp Mean Temperature 

(Celsius) 
Numeric 

rh Mean Relative Humidity 
(%) 

Numeric 

rainfall Rainfall (mm) Numeric 
Daylight Daylight (minutes) Numeric 
tide Permanent Service for 

Mean Sea Level 
Predicted attribute 
(Continuous) 

 
The climate change dataset is a collection of two (2) datasets 
from PAG-ASA and PNERC. The records extracted from 
PAG-ASA were predictors year, month, season, temp, rh, 
rainfall, and daylight. The attribute tide was extracted from 
PNERC and used as a response variable in the study. 
 
 
 
 

Table 5. Heart Attack Dataset Structure 
Attribut
e Name 

Description Type 

age Age Numeric 
sex Sex (0=Male, 1=Female) Condition 
trestbps Resting blood pressure (mm) Numeric 
chol Cholesterol (mg/dl) Numeric 
thalach Maximum Heart Rate  Numeric 
oldpeak Depression induced by 

exercise relative to rest 
Numeric 

num Diagnosis of heart disease 
(0=<50% diameter 
narrowing, 1=>50% diameter 
narrowing) 

Predicted attribute 
(Dichotomous) 

 
The heart attack dataset used five (5) indicator attributes, 
namely: age, trestbps for the resting blood pressure, chol for 
the serum cholesterol, thalach for the maximum heart rate 
achieved, and oldpeak for the depression induced by exercise 
relative to rest. The indicator attributes were selected because 
of their numeric form. Patient sex was used as the condition 
for the study, and the response variable was num, which 
contains a dichotomous type of values. 
 
5. METHODS 
 
5.1 Model Generation 
 
There were six (6) models used to evaluate the classification 
and prediction accuracy of OCCADA, as shown in Table 6. 
Table 6. List of Models 

Model 
No. 

Algorithm Data Mining 
Technique 

Dataset Response 
Variable 

Type 
1 OCCADA Classification Climate Change Continuous 
2 OCCADA Classification Heart Attack Dichotomous 
3 OCCADA-

MLR 
Regression Climate Change Continuous 

4 MLR Regression Climate Change Continuous 
5 OCCADA-

LR 
Regression Heart Attack Dichotomous 

6 LR Regression Heart Attack Dichotomous 
 
These models use two (2) datasets for classification and 
regression. The models one (1) and two (2) were used to 
evaluate the performance classification of OCCADA. Models 
three (3) and four (4) were utilized to compare the MLR using 
OCCADA from the classical MLR. The models' used climate 
change dataset because its response variable is continuous. 
The MLR technique uses a continuous numeric response 
variable for prediction. Models five (5) and six (6) were used 
to evaluate the prediction accuracy of LR using OCCADA 
over the classic LR. The heart attack dataset was used for the 
comparison because logistic regression predicts the 
dichotomous type of response variables.  
 
 
 
 



Ivy Kim D. Machica et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1), January – February  2020, 480 – 489 

484 
 

 

5.2 Algorithms 
 
5.2.1 Generate the OCCADA Model 
 
The first algorithm was designed to generate the OCCADA 
models 1 and 2 for the climate change and heart attack 
datasets, as shown in the algorithm below. 
 
Input: 
D – given one-class multivariable dataset; 
N – number of instances; 
nb – number of behavior attributes; 
T- Threshold  
 
Output: One-Class Conditional Anomaly Detection Model 
 
1: createDataPartition D to nb 
2: for each Dnb do 
3:  createDataPartition Dnb into DnbTrain for training and 
DnbTest for testing  
4: end for 
5: for each selected DnbTrain 
6: DnbTrain[N] > max 
7: max := DnbTrain[N] 
8: DnbTrain[N] < min 
9:  min := DnbTrain[N] 
10: end for 
11: return (max, min) 
12: Obtain T 
13: Combine max, min, and T 
The one-class multivariable dataset, user-specified behavior 
attribute, and threshold were required as inputs. The holdout 
method was used to train and test the model. 
 
5.2.2 Generating Balanced Algorithm 
 
The second algorithm was designed to generate a balanced 
dataset to be able to evaluate the model’s accuracy. 
 
Input: 
Dnbtest – testing datasets; 
N – Number of instances; 
nb – Number of behavior attributes; 
ni- Number of indicator attributes 
 
Output: Balanced Testing dataset 
 
1: DBalanceDataset <- cbind(Dnbtest1, Dnbtestn ) 
2: for i in range (1,N) do 
3:  generate row instance number 
4:  assign DBalanceDataset $Class: =Normal 
5: end for 
6: Danomaly = N/2 
7: Danomalybehavior = Danomaly/nb 
8: Danomalyindicator = Danomalybehavior/ni 

9: for each Danomaly 

10:  for each Danomalybehavior 

11:    for each Danomalyindicator 
12:      generate random instance number [Danomalyindicator] 
13: DBalanceDataset[N,Danomalyindicator]<-sample[<min:>max, 

anomalyindicator] 
14. DBalanceDataset [N, Danomalyindicator]$Class = “Anomaly” 
15:    end for 
16: generate random instance number [Danomalybehavior] 
17:  DBalanceDataset [N, Danomalybehavior] <- 

sample[<min:>max, Danomalybehavior] 
18: DBalanceDataset [N, Danomalybehavior]$Class = “Anomaly” 
19:   end for 
20: generate random instance number [Danomaly]      
21: DBalanceDataset [N, Danomaly] <- sample[<min:>max, Danomaly] 
22: DBalanceDataset [N, Danomaly] $Class = “Anomaly” 
23: end for 
 
The algorithm two (2) was developed to evaluate the models 1 
and 2 by using a balanced dataset with 50% artificially 
injected anomalies. The purpose of having a balanced data set 
is to remove or minimize biased predictions that may mislead 
the accuracy of the model (Mishra, 2017). The algorithm 
requires the training dataset as input. A randomize instance 
number was generated, and normal instances were replaced 
with anomalies.  The model was applied to the balanced 
testing dataset. The test data contains 40% of the original 
data, which holds normal class with no missing values and 
outlier-free. The model must be evaluated to test its accuracy 
using the test data injected with conditional anomalous 
values.  

5.2.3 Model Classification and Evaluation 
The evaluation takes the balanced testing dataset and the 
OCCADA model as input. The instances that conform to the 
model was labeled normal in the class attribute. Otherwise, 
instances that do not conform to the behavior was labeled 
anomaly. 
Moreover, the confusion matrix was used to summarize the 
number of True-Positive (TP), True-Negative (TN), 
False-Positive (FP), and False-Negative (FN) in the confusion 
matrix. The confusion matrix evaluates the classifiers correct, 
TP and TN, and incorrect, FP and FN, classification of 
instances. Thus, the improvement of OCCADA was 
evaluated using the confusion matrix. Furthermore, TPR, 
TNR, FPR, FNR, accuracy, and F1-score were measures 
derived from the confusion matrix. 

5.2.4 Multiple Linear Regression with OCCADA 
 
The application of OCCADA to MLR using the continuous 
response variables was processed using the algorithm below. 
 
Input: 
DBalanceDataset = DBalDat; 
N = number of instances; 
IV = Independent variables; 
DV = Dependent variables; 
lm = Linear Regression model 
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Output: OCCADA-MLR Prediction 
 
1: Trim DBalDat$Class <- “Anomaly” 
2: createDataPartition DBalDat into DBalDatTrain for training 
dataset and DBalDatTest for Testing dataset 
3: Obtain IV and DV 
4: fit <- lm(y ~ 0+  IV , data= DBalDatTrain) 
5: predict <- predict(fit, newdata = DBalDatTest) 
6: actuals_preds <- data.frame(cbind(actuals, predicteds)) 
7: error <- actuals_preds$actuals - actuals_preds$predicteds 
8: AIC(fit), BIC(fit), RMSE(error), MAPE(error) 
 
The two (2) datasets used in generating the models 3 and 4 
were climate change dataset applied with OCCADA and 
climate change without OCCADA. These datasets were fitted 
using the lm multiple regression function of R. The output fit 
models were compared in terms of AIC, BIC, RMSE, MAE, 
and MAPE to determine the better model for MLR.  
The modelr package of R provides functions such as AIC and 
BIC for computing the regression model performance 
metrics. The models with the lowest AIC and BIC score is 
preferred (Witten, Frank, & Hall, 2011). 
Moreover, the Global Validation of Linear Model 
Assumptions (GVLMA) was implemented for testing the 
assumptions of the linear model (Peña & Slate, 2006).  
 
5.2.5 Logistic Regression with OCCADA 
 
The application of OCCADA was applied to LR using 
algorithm five (5), as shown below. 
 
Input: 
DBalanceDataset = DBalDat; 
N = number of instances; 
IV = Independent variables; 
DV = Dependent variables; 
glm= Generalized Linear Regression model 
 
Output: OCCADA-LR Prediction 
 
1: Trim DBalDat$Class <- “Anomaly” 
2: createDataPartition DBalDat into DBalDatTrain for training 

dataset   and DBalDatTest for Testing dataset 
3: Obtain IV and DV 
4: fit <- glm (y ~  IV , family = "binomial", data= DBalDatTrain) 
5: predict <- predict(fit, newdata = DBalDatTest) 
 
The algorithm five (5) was developed to extend the 
application of OCCADA to LR. It takes as input the balanced 
dataset using a dichotomous response variable. The dataset 
consists of normal values without conditional anomalies. 
Also, algorithm uses the generalized linear regression model 
package using the binomial family to predict the dichotomous 
response variables. The accuracy of the OCCADA-LR was 
measured using null deviance, residual deviance, AIC, and 
accuracy. 

The generalized linear model, glm, function of R was used to 
generate the models for the dataset. The algorithm generates a 
model using the glm function using the heart attack dataset 
applied with OCCADA. The glm function includes a 
parameter family binomial that can process a dichotomous 
response variable. This function automatically generates the 
values for the null deviance, residual deviance, and AIC. 
These are measures that determine the ideal model for LR. 
Also, the prediction accuracy of the model was calculated by 
comparing the fitted and actual values.  
One of the assumptions of logistic regression is that there 
should be no high intercorrelations or multicollinearity of 
indicator variables (Daoud, 2018). The multicollinearity 
assumptions for OCCADA-LR were performed using the 
Variance Inflation Factor (VIF) package of R. This package 
was used to validate the results of the OCCADA-LR model.   
 
6. RESULTS AND DISCUSSION 
 
6.1 Basic Statistics Results and Discussions 
 
The basic statistics and correlation of the Climate Change and 
Heart Attack datasets are shown in Tables 7-9, respectively.  
 
Table 7. Basic Statistics of the Climate Change Dataset 

n=180 year month temp rh rainfall daylight tide 
Min 1990 1.00 26.40 68.00 1.40 7800.00 6929 
1st Qu. 1993 4.00 27.80 78.00 90.47 10739.00 7109 
Median 2007 7.00 28.20 81.00 143.75 12270.00 7179 
Mean 2005 6.55 28.23 80.18 146.80 12279.00 7166 
3rd Qu. 2013 9.00 28.70 82.0 196.82 13539.00 7229 
Max 2016 12.00 30.60 91.0 430.50 18540.00 7349 
The total number of instances (n=180) were collected from 
January to December of 1990 to 2016. Some instances were 
removed because of the null values reported from the station. 
  
Table 8. Correlation of the Climate Change dataset 

 temp rh rainfall daylight tide 
temp 1.00 -0.45 -0.18     0.56 0.24 
rh. -0.45 1.00 0.50     -0.61 0.10 
rainfall -0.18 0.50 1.00     -0.33 0.20 
daylight  0.56 -0.61 -0.33      1.00 -0.09 
tide  0.24 0.10 0.20      -0.09 1.00 
Similarly, the basic statistics results for the heart attack 
dataset was computed and the results are shown in Table 
9-10. 
 
Table 9. Basic Statistics of the Heart Attack Dataset 
n=261 age sex trestbps chol thalach oldpeak 

Min 28.00 0.00 92.00 85.00 82.00 0.00 

1st Qu. 42.00 0.00 120.00 208.00 122.00 0.00 

Media
n 

49.00 1.00 130.00 242.00 140.00 0.00 

Mean 47.77 0.73 132.60 248.80 139.20 0.61 

3rd Qu. 54.00 1.00 140.00 280.00 155.00 1.00 

Max 65.00 1.00 200.00 603.00 190.00 5.00 
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The result of the correlation of the attributes is shown in Table 
10.  

 
Table 10. Correlation of the Heart Attack Dataset 

 age trestbp
s 

chol thalac
h 

oldpeak 

age 1.00 0.26 0.09 -0.46 0.21 
trestbp
s 

0.26 1.00 0.12 -0.22 0.23 

chol 0.09 0.12 1.00 -0.14 0.11 
thalach -0.46 -0.22 -0.14 1.00 -0.33 
oldpeak 0.21 0.22 0.11 -0.33 1.00 

The correlation shows positive and negative linear 
correlations between the attributes. 

6.2 OCCADA Model 

The first algorithm generated a model from the behavior and 
indicator attributes of climate change and heart attack 
datasets. The rules are shown in Tables 11 and 12 for climate 
change and heart attack, respectively. 
 
Table 11. Climate Change Dataset 

 temp rh rainfall daylight tide 
A.  Behavior 1 - Dry Season (January-May and December) 
Minimum 26.40 68.00 1.40 7800.00 6929 
Maximum 30.60 89.00 430.5 18069.00 7319 
Threshold 0.1oC▲     
B. Behavior 2 - Rainy Season (June to November)  
Min 27.40 72.00 27.70 8556.00 6959 
Max 29.60 91.00 391.8

0 
18540.00 7349 

Threshold 0.1oC ▲     
The model includes the behavior seasons dry and rainy. The 
0.1 oC was the result of an input threshold of the user that was 
based on the study of PAG-ASA. The same process was used 
for the generation of the model using the heart attack dataset 
as shown in Table 12. 
 
Table 12. Heart Attack Dataset 

 age tresbps chol thalac oldpeak 
A.  Behavior 1 - Female   
Minimum 31.00 100.00 160.00 90.00 0.00 
Maximum 62.00 160.00 394.00 185.00 2.00 
Threshold      
B. Behavior 2 - Male  
Minimum 32.00 98.00 85.00 98.00 0.00 
Maximum 62.00 190.00 412.00 185.00 1.50 
Threshold      

 
The models of the heart attack dataset consist of the behaviors 
of male and female and indicator attributes. There is no 
threshold provided for this dataset. 
 
6.3 Model Classification and Evaluation 
The result of the model classification and evaluation of the 
two (2) models is shown in Table 13. 
Table 13. Confusion Matrix for Climate Change and Heart Attack 
Datasets 
The first and second models generated higher TP and TN. 
Thus, lower values for FP and FN using the OCCADA model. 
Also, additional measures were used to evaluate the 
OCCADA model as shown in Table 14. 

Table 14. Other Measures of the OCCADA using the Climate 
Change (Model 1) and Heart Attack (Model 2) Datasets 

Measure OCCADA 
Model 1 

OCCADA 
Model 2 

Sensitivity or  
True Positive Rate (TPR) 

0.92 0.93 

Specificity or  
True Negative Rate  (TNR) 

0.89 0.90 

False Positive Rate (FPR) 0.11 0.10 
False Negative Rate (FNR)  0.08 0.07 
Accuracy  0.90 0.91 
F1 Score  0.90 0.91 
 
Both models generated high values in TPR, TNR, accuracy, 
and F1. Consequently, small values of the FPR and FNR 
reduces the error in the misclassification of positive or normal 
values. 
 
6.5 MLR with OCCADA 
The experimental result between the classic MLR and 
OCCADA-MLR is shown in Table 15.  
 
Table 1. Multiple Regression Models Evaluation using Climate 
Change Dataset 

Measure OCCADA- 
MLR 

Model 3 

MLR 
Model 4 

AIC (Akaike Information Criterion) 139.00 694.71 
BIC (Bayesian Information Criterion) 148.92 747.08 
RMSE (Root Mean Square) 9.79 21.89 
MAE (Mean Absolute Error) 6.57 17.37 
MAPE (Mean Absolute Percentage Error) 0.09 0.24 
 
The AIC, BIC, RMSE, MAE, and MAPE values must have 
low values to determine the better prediction model for MLR 
according to the study of Maindonald and Braun (2010). 
Based on the results, model 3 generated lower values for AIC, 
BIC, RMSE, MAE, and MAPE. Model 3 exhibited 
improvement over the classic MLR with percentage point 
changes of 79.99% for AIC; 80.07% for BIC; 55.28% for 
RMSE; 62.18% for MAE; and 62.50% for MAPE.  
 
 

 Model 1 
OCCADA 

Model 2 
OCCADA 

Climate Change 
(Continuous) 

Heart Attack 
(Dichotomous) 

Actual 
Positive 

Actual 
Negative 

Actual 
Positive 

Actual 
Negative 

Predicted 
Positive 33 4 26 3 

Predicted 
Negative 3 32 2 27 



Ivy Kim D. Machica et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1), January – February  2020, 480 – 489 

487 
 

 

6.5.1 MLR Assumptions 
The result of the gvlma() package is shown in Table 16. 
 
Table 16. Assessment of the gvlma() Package of the MLR with 
OCCADA Model 

Criteria p-value Decision 
Global Stat 0.98 Assumptions acceptable 
Skewness 0.95 Assumptions acceptable 
Kurtosis 0.75 Assumptions acceptable 
Link Function 1.00 Assumptions acceptable 
Heteroscedasticity 0.65 Assumptions acceptable 

The global stat’s p-value > 0.05 indicates that there is a linear 
relationship between the variables. The results show that the 
OCCADA-MLR model did not violate the linear assumption. 
The skewness’ and kurtosis’ p-value > 0.05 determined the 
normal distribution of the data. The link function’s p-value > 
0.05 indicates a numeric dependent variable. The 
heteroscedasticity p-value > 0.05 indicates that the model is 
better in predicting for certain ranges. 
 
6.6 Logistic Regression with OCCADA 
 
Both models were executed several times and the mean values 
of the multiple runs are shown in Table 17. 
 
Table 17. Results of LR Models 

Measure Model 5 
(OCCADA-LR) 

Model 6 
(Classic 

LR) 

Ideal 
Criterion 

Null Deviance 80.40 224.58 Low 
Residual 
deviance 

10.61 129.61 Low 

AIC 24.61 143.62 Low 
Accuracy 0.95     0.82 High 
 
The model with the lower values on null deviance, residual 
deviance, and AIC and high value on accuracy are considered 
as a better LR model (Aquila & Community, 2018; Sapra, 
2013).  Based on the results, OCCADA’s Model 5 generated a 
better prediction model compared to Model 6. It showed that 
OCCADA-LR generated a percentage change on null 
deviance by 64.20%; residual deviance by 91.81%; AIC by 
82.87%; and the accuracy increase percentage of 12.83%.  
 
6.6.1 LR Assumptions 
The results of vif() for the OCCADA-LR model are shown in 
Table 18. 
 
Table 18. Results of vif () package of the LR with OCCADA Model 
 Predictor Variables 

x1 x2 x3 x4 x5 x6 
VIF 1.48 1.00 1.17 1.61 2.89 2.91 
 
A VIF value of 1 means predictor variables is not correlated. 
Also, the VIF value of 1 < VIF ≤ 5 means moderately 
correlated and VIF > 5 indicates a high correlation. Based on 
the results, there are no predictor variables values exceeding 

5. Therefore, the OCCADA-LR model did not violate the 
multicollinearity regression assumption. 
 
7. SUMMARY 
The development of a new semi-supervised classification 
algorithm for one-class conditional anomaly detection was 
effective in classifying conditional anomalous instances and 
improves the predictive accuracy of MLR & LR on continuous 
& dichotomous response variables.  
 
The hold-out method was effective in training and testing the 
classification and predictive regression models. The 
OCCADA model from the behavior attributes is a significant 
factor that increases the classification accuracy of the model. 
The higher values for sensitivity, specificity, accuracy, & F1 
score lead and low false positive & false negative values leads 
to a model capable of attaining better classification 
performance. 
 
Furthermore, this study was able to show that applying 
OCCADA to MLR and LR enables predictive models to 
generate better performance. The lower values for AIC, BIC, 
RMSE, MAE, and MAPE leads to a better MLR predictive 
model. Also, lower values of the null deviance, residual 
deviance, and AIC but higher in the accuracy measure will 
also lead to the preferred LR model. 
 
Moreover, the R’s gvlma()and vif() packages were effective in 
checking for the basic assumptions of the MLR and LR 
models. Overall, the experiments conducted showed that the 
OCCADA model was able to reduce the number of 
false-positive and false-negative classification errors. Also, 
comparative experiments conducted showed that MLR and 
LR, when applied with OCCADA, were able to improve 
predictive accuracy. 
 

8. CONCLUSIONS 

The use of OCCADA as classifier, when used on data with 
continuous response variable (Climate Change data), 
produced accurate results as shown by a sensitivity or TPR of 
92%; a specificity or TNR of 89%; a False Positive Rate (FPR) 
of 11%; a False Negative Rate (FNR) of 8%; accuracy rates of 
90%; and F1 scores of 90%.  
 
The use of OCCADA as classifier, when used on data with 
dichotomous response variable (heart attack data), produced 
accurate results as shown by a sensitivity or TPR of 93%; a 
specificity or TNR of 90%; a False Positive Rate (FPR) of 
10%; a False Negative Rate (FNR) of 7%; accuracy rates of 
91%; and F1 scores of 91%.  
 
The application of OCCADA in the MLR model on 
continuous response type of data resulted in improvement 
over the classical MLR, with improvements in the: AIC of 
79.99%; BIC of 80.07%; RMSE of 55.28%; MAE of 62.18; 
and MAPE of 62.50%. 
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The Logistic Regression, when applied with OCCADA, 
exhibited improvement over the classical LR with the 
percentage points change on dichotomous response type of 
data using the following criteria: Better Null Deviance by 
64.20%; Better Residual Deviance by 91.81%; Better AIC by 
82.87%; and Increased Accuracy by 12.83%. 
 
The conclusions above show that OCCADA is effective as a 
classification algorithm for instances with conditional 
anomalies. When applied towards prediction, the use of 
OCCADA in MLR was able to improve on the accuracy of the 
classical MLR when dealing with data with continuous 
response variables such as for climate change data. At the 
same time, it was also able to improve on the accuracy of the 
classical LR when dealing with data with dichotomous 
response variables such as for heart attack dataset. Thus, the 
objectives of the study have been achieved. 
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