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ABSTRACT 

Computerized crime scene investigation is a class of scientific 
science fascinate with the utilization of multifaceted data 
created, recorded and broadcast by different advanced gadgets 
as origin of proof in examinations and legitimate procedures. 
Computerized crime scene investigation can be separated to a 
many classes, for example, PC forensics, 
communication/network forensics, portable device forensics, 
private/internal cloud forensics, digital forensics. In recent 
times, private cloud service computing is developed as a well 
known computing service model in diverse requirements of 
the users. However in all aspects, internal cloud computing 
frameworks need support for digital forensic examinations. 
The primary objective of computerized forensics is to 
demonstrate the evidence of specific information within the 
available digital source. This overall paper introduces a 
thorough study of different systems and proposals with respect 
to various classes in computerized crime scene investigation 
with an emphasis on private/internal cloud computing 
forensics. Classic Digital criminology classes, their systems, 
limitations in the systems and proposals were examined. At 
this point the methodological perspective and existing 
difficulties of cloud crime scene investigation were focused. 
Also, the comparison based on various parameters, outlined 
about disadvantages, differences and similarity of a many 
proposed internal cloud computing systems/structures and also 
to provide future research trends. 

Key words: Assessment phase, Evidence, Internal cloud 
computing forensics, Investigation method, openstack cloud 
forensics 

1. INTRODUCTION 

Cloud forensics has been an area of security where different 
techniques employed to gather evidence from the victim’s 
machine. This is due to the fact that the target from which the 
result has to be acquired is virtual and the physical hardware is 

located at the remote location. In research published in 2013 
by Josiah Dykstra and Alan T. Sherman [2], a forensic tool 
was introduced which is helpful in gathering the evidence 
from the instance. This tool could be integrated with 
OpenStack to gather the logs of Nova, the host firewall and 
the disk image. It could additionally be adopted for live 
monitoring, capturing metrics, and auditing. Recently 
Openstack has introduced some of these features in their new 
upgrades. Josiah Dykstra and Alan T. Sherman[4] also 
published the approaches that can be followed to gather and 
analyze the evidence from a public cloud(Iaas). The approach 
was centered around Amazon Ec2. Amazon Ec2 being a 
proprietary technology offers a lot of difficulties while 
gathering the evidence. The authors also assessed the 
performance of forensic tools such as Encase and AccessData 
FTK. Now the question arises that though there are many tools 
readily available in the market which are reliable for the 
investigation, then why a number of cases reported where the 
criminals are actually prosecuted is so less? Emi Morioka and 
Mehrdad S. Sharbaf [5] published a research in 2016 where 
they addressed these issues more clearly, the also mentioned 
the challenges identified by the NIST working group. Issues 
such as type of architecture compromised, anti-forensics, legal 
jurisdictions under which the suspect is to be prosecuted were 
highlighted. They also shed light on scenarios of a multi-
tenancy environment where they expressed the difficulty to 
access the instance of one tenant out of many other tenants 
which could lead to compromising the confidentiality of other 
tenants. Other than the challenges identified by NIST, [3] 
ACPO principles and guidelines can also act as bottlenecks 
during the investigation. The investigator is expected to 
withhold these principles. Apart from being the bottlenecks 
they also guide the methods and ways in which the seized 
evidence is to be dealt with. In all the above mentioned 
published researches ([2],[4],[3],[5]), the ease of acquiring the 
evidence has always been the aim. But then what about 
identifying the evidence? How to know where to look? 
Changwei Liu, Anoop Singhal, and Duminda Wijesker in 
2017[1] introduced a prolog based tool in their research that 
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could relate the pieces of evidence and recreate the whole flow 
of the scenario via a logic evidence graph. The data gathered 
as evidence was classified into three categories facts, rules, 
and consequences. Openstack was used to deploy private 
cloud (same as in [2]). Very few of the researches [8] have 
utilized the effectiveness of machine learning and neural net in 
the field of forensics, as most of them were focused upon 
evidence gathering. We will be using Openstack to deploy our 
private cloud (as in [1]). Our aim through this research is to 
use the machine learning approach to support the process of 
investigation along with trying to ease the process of gathering 
the data as evidence from the deployed instance before it is 
removed. Our work will mainly be focused upon private 
clouds deployed by Openstack in order to avoid any legal 
issues due to proprietary technology.  

Here is a list of challenges and scenarios that occur during 
evidence gathering or investigation in forensics: 

1.  In many scenarios where the attackers were successful 
in obtaining complete access over the instance, any interaction 
with the instance such as login could lead to exposing the 
credentials to the attacker. In the work published by Abdullah 
and Mohamed, they state that, IDS systems encounters 
challenges at transforming the deployment from legacy 
network to cloud computing support design [6]. 

2.  In such cases, the admins generally try to delete the 
instance which leads to a dead end. 

3.  Using rule-based tools for forensics many known causes 
can be identified, but at the same time, many unknown cases 
can be skipped. 

2. SYSTEM OVERVIEW 
Many of the security specialists would concede to the 
explanation that it is difficult to construct a totally secure 
framework. In this approach it is imperative to have great 
resistance systems to remain alert for threats. In this area, we 
examine cutting edge approaches and give an outline of the 
potential outcomes to safeguard a system. System based 
defense techniques are a significant countermeasure since they 
include an extra layer of security to the system and in this 
manner can limit the danger of the threats and attacks. 
Intrusion identification frameworks are considered as a proper 
answer for information assurance. These frameworks are 
intended to effectively distinguish and conceivably prevent 
intruders by observing various sources like particularly the 
system traffic. There are various ways to deal with how the 
attackers are identified. Different approaches utilize mostly 
the static anomaly detection; others techniques identify 
deviations from usual traffic (anomaly recognition). Over the 
previous years, numerous new discovery strategies have been 

created. One kind of these new methodologies is leveraging 
the Artificial Intelligence and Machine learning approach and 
adopts the statistical models to identify and detect the 
intrusions. 

2.1 Environment Set up 
 
We will be using an ubuntu bionic virtual machine deploy 
OpenStack which can be used to create an instance to host a 
vulnerable website hosted on a word-press server with IP 
[192.168.233.228]. We will be using Kali Linux running on a 
separate physical machine connected to the network with IP 
192.168.1.2 communicating with the server via port 
forwarding. As an attacker, we attempted to gain root access 
to the server and remove the current user. The packet sniffer 
installed on the Ubuntu virtual machine was used to capture 
the packets which will later be used as the evidence during the 
investigation. We also are collected the log files of both 
OpenStack and the server to identify the malicious activity and 
also to support our investigation. Figure 1, depicts the usable 
view of the private cloud navigation pane. 
 

  
Figure 1: Screenshot of Openstack dashboard 

 
2.2 Malicious Packet classifier 

 
Intrusion and Detection approaches (IDS) are available as 
hardware products or softwares process that screen PC systems 
or the network packet traffic and search for malicious 
behaviors. If there arise an occurrence of an attack incident or 
violation of the policy, the monito system creates reports for 
the administration. Intrusion and detection techniques are 
essentially utilized to perform the monitoring of the underlying 
system activities. In our experiment, we create a classifier to 
classify malicious traffic from the rest of the traffic. We have 
used our own dataset along with the CTU-13 dataset[9] for 
training. The model was built using R and deployed on a shiny 
server. 

 
2.3 Memory Forensics 

In 2018, Chang Liu ,Wei Song and others[8] published a 
research where they used neural graphs to process the memory 
images taken from the infected hosts and detect kernel object -
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manipulation. The results were proven to be very efficient 
compared to other approaches.  

 It doesn't depend on the information on working 
framework source code or internal operating system 
information structures. 

 Can default produce important features of kernel 
specific objects derived from the plain bytes in 
memory dump without the manual input from the 
expert system analysis. 

 It adopts the deep learning neural system models for 
proficient parallel operations and calculations. 

    It derives relative features that can be utilised for 
defend against the attacks and threats like tag 
manipulaton, DKOM technique like 
hide running process. 

3. METHODOLOGY 

This section presents the pre-investigation and post-
investigation phases. In the pre-investigation phase, we focus 
on the evidence gather ing from the victim’s machine followed 
by a post-investigation phase where the evidence gathered is 
cleaned and then sent to the classifier where the malicious 
traffic is classified and visualizations are performed. 

3.1 Pre Investigation Phase 
 

This phase focuses on evidence gathering. The main sources 
of evidence in our experiment are log files of openstack and 
server, as well as the packets collected through wireshark(or 
any other sniffer tool). Figure 2, illustrates the packets 
captured contains the features which are extracted using 
CICFlowMeter.  

Figure 2: Screenshot of Packets captured 

3.2 Post Investigation Phase 
This phase consists of different steps mentioned as follows: 

 Passing the data into the trained model to classify 
malicious packets. The identified packets are then 

passed on for visualization along with their timestamp 
to relate them with the activity via log files. 

 For log classification, we used unsupervised learning 
with data visualization to have a better understanding 
of the scenario. 

3.3. Classification Model 
The neural net model consists of 4 layers out of which 2 are 
hidden layers. The input layer is designed to accept 37 
parameters. There are five levels of classifications that are 
taken into consideration. Our own generated dataset along with 
CTU-13 dataset [9] was used to train the neural net. Figure 3 
represents the neural network architecture and the flow. 

 

 

 

 

 

 

Figure 3: Diagram depicting the layers of neural net classifier 

The parameter selection was done on the basis of correlation 
between the attributes. Highly correlated features were 
removed and random forest was used to cross check the result 
obtained. Numbers of parameters were reduced from 78 to 37. 
Parameters such as ‘TCP Payload’ were excluded from the set, 
because of their contribution to false positives in favor of 
malicious packets. The Figure 4, portrays the correlation 
metrics among the data features selected from the network 
packets. 

Figure 4: Correlation plot between features extracted from packets 

3.4. Log Analysis 
Logs generated during the whole experiment is quite large, in 
order to reduce the efforts we took the timestamp of the 
malicious packets into consideration. The prototype developed 
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will be visualizing the requests made to the server, as well as 
the type of content accessed by the clients which can be traced 
through the time. Figure 5, represents the visualization of 
requests made to the server via log data collected from server. 

 

 

 

 

 

 

 

 

Figure 5: Time series graph for packets transaction between server 
and client 

The suspicious log data based on time stamp is mapped onto 
tokens. These tokens are then arranged in a sequential manner 
and then will be used as an input for k-means algorithm. The 
clusters formed will give a clear representation of the 
operations performed during that duration, such as changing 
access permissions or uploading a malicious code to the server 
as an add-on. 

4. CONCLUSION AND FUTURE WORK 

The prototype developed to support our work demonstrated 
use of different techniques for forensic investigation. Neural 
net classifiers performed really well with an accuracy of 91% 
on the test data set and 89% on a real scenario created during 
the experiment. The time taken to classify the malicious 
packets from the rest is something that makes it unsuitable for 
real-time. Apart from the neural net, we tried different machine 
learning algorithms such as random forest, k-nearest neighbors, 
support vector machine enabled by many providers as listed in 
the work by syed and vijaya [7] which lead to over-fitting due 
to the nature of the data we decided to used. To implement 
these algorithms we used the “WEKA” tool to create the 
models and then test them, and later we used Kaggle notebook 
to train our neural net model.  

For log analysis, we laid a lot of emphasis on data 
visualization because of the volume of data generated during 
our experiment. In real-world scenarios, visualization will 
make the understanding of the data much easier compared to 
techniques such as natural language processing. For future 
work, we look forward to introducing natural language 
processing to observe the results. 

This work is a baseline for future research where 
researchers can extend and develop a framework for packet 
dissection or malware detection, or predict the type of request 
the client is trying to make and prepare to handle it beforehand. 
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