
 
ABSTRACT 
 
This paper discusses the implementation of a new hybrid 
algorithm to efficacy solve a constrained personnel 
reassignment to preferred posts by generating a high quality 
and optimal solution. This optimization of posts can be 
occupied by a qualified employee during a job rotation or 
redeployment (reassignment) staff operation. This operation 
is organized by a decision-maker to adapt each post in priority 
to qualified employees for improving the productivity of 
enterprise. Generally, this problem is a NP hard problem that 
has been modeled into a combinatorial optimization problem. 
Next we have developed a hybrid graph Flow and genetic 
algorithm called HFGA, to solve it [1]. However, we have 
noticed that the stagnation phenomenon of this HFGA 
algorithm is usually persisted producing an increase in the 
number of iterations and consequently also a significant 
consummation of CPU time. In order to remedy this problem 
and improving in parallel the optimal solution and 
convergence rate, we propose as our first contribution a 
hybrid genetic HFGA and Adaptive Genetic Immigration AIG 
operator [2] called HFGA-AIG. In our second contribution, 
we propose another hybridization of HFGA-AIG with a 
Simulated Annealing SA sequentially called Hybrid Genetic 
Simulated Annealing Algorithms HFGA-SA-AIG. Our aim is 
to obtain an improved solution quality of this NP Hard 
problem. This proposed algorithm can be adapted to a 
personnel assignment optimization model and allows us also 
to ensure an excellent allocation of resources for maximizing 
the productivity in a multisite entreprise. The obtained 
numerical results indicate that the HFGA-SA-AIG algorithm 
outperforms both HFGA-AIG and HFGA. In terms of solution 
quality and remedying of the stagnation phenomenon. 
 
Key words: Reassignment problem, Stagnation, Hybrid, 
Graph Flow, Genetic Algorithm, Improving,, Simulated 
Annealing. 
 
1. INTRODUCTION 
 
Personnel management is one of the key points of enterprise 
competitiveness and to get the best results. Although, the main 
concerns of the leaders are directed towards the automation of 
the assignment of employees to the convex stations, and 
quantification of the impact of their reassignments on the 
enterprise, they are in the obligation to respect any constraint 
of qualitative and quantitative nature. The more skilled and  

 
experienced an employee is the more extensive his 
contribution to production will be. This orientation 
encourages the organizations to optimize their human 
resources and job reassignments by enhancing their skills 
contribution to production will be. The reassignment of staff 
to preferred positions is generally defined as a rotation of 
posts in order to organize the work properly, and is attracting 
a great deal of interest from both managers and employees 
[3]. This form of organization is as a means to preserve the 
workers' health, increase the quality of the product and 
facilitate management. 
 
Generally, the optimization of personnel reassignment 
problem signifies underlying combinatorial structure and 
reorganization in the posts. Nonetheless, the question is, 
"How to reassign a set of personal to attain an optimal 
objective by respecting the constraints imposed by the 
decision-makers [4]. In our previous papers, we have 
developed a mathematical model for optimizing the 
reassignments of qualified personnel to preferred posts 
within a multi sites enterprise in order to improve the 
productivity [5]. Generally, this problem consists to move 
employees from a post to another based on one or more 
criteria. The aim is to improve the quality of service and 
performance of all sites by maximizing the objective 
function under various constraints imposed by managers. 
This combinatorial optimization assignment problem is a 
NP-hard for which several algorithms have been proposed to 
solve it. For, the genetic algorithms GA [6]-[7] and the 
hybridization of the genetic algorithms with other 
meta-heuristic are among the most efficiency to solve this 
problem and the similar problems [12].  
 
In our study, we have implemented a basic genetic algorithm 
to solve our problem described in the work [2]. But, we have 
noticed that the generation of optimal solutions with satisfied 
all constraints can consume a lot of time and a lot of undo 
memory. So, in order to remedy this problem, we have 
proposed in our originally work the hybrid algorithm 
(HFGA) based on the hybridization of a basic genetic 
algorithm with graph theory propriety, to constitute a space 
of solutions modeled by flow graphs. This method aims at 
exploring more efficiently this solution space, increasing the 
probability of crossing and mutation and leading to 
improved solutions with a reduced a computation time 
compared to the basic AG. 
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Even though we have developed this hybrid algorithm HFGA 
to efficiently solve Human Resources reassignment or 
rotation posts with constraints [8]. We noticed that the 
stagnation phenomenon of this algorithm persists when we 
increased the number of iterations, causing a significant CPU 
time and memory. This inconvenience of stagnation can 
sometimes appear when the process of search of solution 
could sometimes stop moving towards a global optimum even 
if the evolutionary algorithms cannot be converged towards a 
local optimum or other point of genetic process [9]. Again, to 
obtain a good performance of GA, we can also benefit from a 
crossover and mutation operators’ properties to improve the 
convergence rate [10]. 
 
In order to remedy this stagnation problem with in parallel 
improving the optimal solution and reducing of computation 
time we have proposed a hybridization of genetic algorithm 
and Adaptive Immigration Genetic AIG to maintain diversity 
and to perform more the genetic algorithm [11] which can be 
called HFGA-AIG algorithm. The goal is to remedy the 
problem of stagnation phenomena when all processes of 
algorithm HFGA are terminated after a considerable number 
of iterations, and to improve the solution generated by HFGA. 
In other hand, we are interested also to hybrid of HFGA-AIG 
by integrating another heuristic algorithm as the Simulated 
Annealing SA.  
 
Generally, the SA algorithm is a stochastic search algorithm 
[12] usually employed as an optimization method to find a 
near-optimal solution for the hard-combinatorial optimization 
problems, but it is very difficult to give the accuracy of the 
solution found [13]. Many searchers have been interested to 
hybrid the simulated annealing with genetic algorithm to 
improve the solution or controlling the genetics process. Adler 
[14] has introduced a simulated annealing based on 
acceptance function to control the probability of accepting a 
new solution obtained by the mutation operator. Another 
research by Chen & Shahandashti [15], focuses on the 
comparison of GA and Sequential SA and a hybrid of GA and 
Sequential SA. He found that the GA-SA hybrid performs 
better than the GA-SA in terms of reducing the number of 
iterations and computation time. Yanhui Li, [16] have shown 
from its work that (GA-SA) surpasses GA in terms of 
calculation time, optimal solution and calculation stability. 
Rakkiannan.T and Palanisamy.B [17] has implemented a 
hybridization of genetic algorithm with parallel 
implementation of SA for job shop scheduling to improve the 
solution of this problem. 

 
In our problem, we integrated sequentially the SA algorithm 
after the execution of HFGA and before the execution the AIG 
method. Next, we interest after each number of iterations r as 
a periodicity parameter of SA, to explore a set of solutions 
rejected by a mutation process of HFGA This procedure 
allows enriching the research space by the best solutions 
qualities also leading the good performance of our Hybrid 
Genetic-Simulated Annealing Algorithm. The SA algorithm 
starts with as initial solution that is the best solution chosen 
from this set. Next, we compare the solutions generated by 
HFGA-AIG with to those produced by SA algorithm process. 
The advantages are to generate the high-quality solution, to 

obtain this improved optimal solution and to reduce of 
computation time. Operationally, this proposed model is 
very useful to help managers to make the optimal decisions 
for to deploy a number of employees through job rotation in 
order to improve the performance and the productivity for 
each post.  
 
The rest of this paper is organized as follows: firstly, in the 
section 2, we present a mathematical formulation of the 
constrained problem of witch each solution is modeled by a 
graph flow. The structure of each solution of this problem, 
has led us to develop an adaptive hybrid algorithm combined 
the graph flow and genetic approach called HFGA.                  
In the section 3, we present an our proposed hybrid 
algorithm HFGA-AIG algorithm as our first contribution;  
This method combines HFGA algorithm with Adaptive 
Immigration Genetic AIG.  In Section 4, we present as our 
second contribution a new hybridization of HFGA-AIG and 
Sequential Simulated Annealing SA, called HFGA-SA-AIG 
(Hybrid Genetic Simulated Annealing Algorithm).                 
In final section, we present the numerical results by 
implementing these algorithms to solve our problem and to 
show the performance of these two algorithms.  In next, the 
compared results for the efficiency of theses proposed hybrid 
algorithms are summarized. Finally, a conclusion and future 
works for the same study are presented. 
 

2. PROBLEM FORMULATION AND HYBRID FLOW 
GENETIC ALGORITHM  (HFGA)  RESOLUTION  
2.1 Problem Formulation 

In the work [1], we have proposed a mathematical 
formulation of our constrained personnel assignment 
problem (redeployment problem with constraints), it consists 
to reassign a number of qualified employees to preferred 
posts within an multi-sites enterprise [18]. The objective is to 
maximize the global weight of the employees engendered by 
the reassignment process. The mathematical formulation is 
given by : 
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With :  
Equation (1) is the optimized objective function; 
Equation (2) is the objective constraint; Equation (3) is 
the priority constraint;  Equation (4) is the capacity 
constraint, Equation (5) is the cost constraint; Equation 
(6) is the conservation of number’s posts constraint; 
Equation (7) is the uniqueness constraint [1] . 
 
In addition, the parameters of this problem formulation 
are as following : 
 n and I are consecutively is the number of sites and 

the interval [1,n].  ߙ	is the tolerance coefficient; 
  ܹ

  is the individual weight the candidate;  
 ܧ  is the set of 	 ܹ	

  arranged in a descending order 
 	X୨୩୧ 	is the bivalent variable equal to 1 if employee i 

from E୨     is assigned to E୩ and 0 otherwise;  
 MW(n, ݔܽܯ( ܰ))  is the weighted matrix of 

employees; ME= ൛ ఫܰේ  ൟ	is the matrix associated of 
number of employees;	 

 ܰ  is the number of the candidates (employees) 
reassigned from site 	E୩ to site E୨	;  

  Wഥ୩  is the initially average weight of employee 
occupied a post in the site ܧ ; 	തܹതതത  is the average 
weight engendered by candidates (employees) 
reassigned to site ܧ; 

 	ܥ	is	the	capacity constraint;  
 

2.2 Modeling solutions by graph flow  

To solve this complex problem, we have introduced the graph 
theory proprieties specifically the graph flow (V, E, C, φ) in 
order for modeling the search space which is constituted by a 
set of matrix flow solution. V= V1 ∪ V2 is a digraph with 
V1={ j, j ∈[2,n+1] }; V2={k, k ∈[n+2, 2n+1]}.The node j 
must not be connected to node k if j+n=k.; S=1 is the source 
node, P=2n+2 is the destination node. E is the set of arcs 
weighted by amount (C, φ); φ(j,k)=	 ܰ is the flux transported 
by arc (j,k); ܥ  is the maximum capacity of arc (j, k) that is 
equal to	 ఫܰේ . 

 
 

Figure 1:  Example of a solution modeled by a flow  graph (n=4) 

 

In this graph flow (Figure 1) modeling a matrix flow solution, 
theses equations must be respected: 
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2.3 Problem Resolution with HFGA approach.  

HFGA approach resolution is based on a hybridization of 
genetic algorithm GA with the Graph Flow. This new 
hybrid algorithm can explore the search space (Flow 
Genetic Population) which is constituted by a set of matrix 
flow solution (Figure 2).  
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Figure 2:  Example of matrix solutions for n=3 
 

Executing of  HFGA, we have obtained an improved weight 
ratio (Figure 3) given by: ܴݓ = ௐ_௧ିௐ_௦௧

ௐ_௧
, or an optimal 

weight given by: ܹ௧ = ܹ௦௧ ∗ ݓܴ) + 1)	where W_best 
is the best weight associated to the best solution issue from 
the initial genetic population. Consequently, we have 
determined the optimal flow given by : Flow = (Rw + 1) 
Flow0 that indicates the number of qualified employees 
assigned to preferred post with the weights of their 
employees the objective function is maximized.  

 

 
Figure 3 :  Ratio weight evolution depending to number of 

iterations (n = 10) 

 

After Analyzing this figure which represents the variation of 
fitness Rw according to number of iterations, we noticed 
that the convergence of (HFGA) started from 5800 
iterations and the fitness function stabilizes in a maximal 
(optimal) fitness Rw=0.18 at certain number of iterations. In 
addition, even we have increased the number of iterations, 
the computing time increases also without evaluating this 
fitness. Generally, this stabilization is called stagnation 
phenomenon. So, to remedy the problem of stagnation, we 
are going in this paper to propose a hybridization of HFGA 
with a genetic immigration approach called Adaptive 
Immigration Genetic AIG [11]. 
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3. HYBRIDIZATION OF (HFGA) WITH  AIG   
3.1 Adaptive Immigration Genetic  AIG  for remedying 

of stagnation phenomena  

Generally, the problem of stagnation phenomenon refers to a 
situation in which the process of searching for the optimum 
stagnates before a strictly optimal solution is obtained. Also, 
this stagnation phenomenon can sometimes be caused by 
certain genetic parameters such as the population size, the 
crossbreeding and mutation operator, the current population 
or the objective function [18], which can lead to premature 
convergence and consequently the optimization process is 
stopped in its progress. Among these parameters, there is the 
one that has a relation with the evolution of HFGA which is 
the cross-mutation operator and another one that has a relation 
with the is the way the initial population is constructed. So, the 
development of suitable techniques that improve the standard 
operation of these three parameters can positively influence 
the improvement of the optimal solution quality of our 
problem. Also, it can reduce the convergence time, and 
remedy the problem related to the stagnation phenomenon. 
 
For this, we propose in the following section (3.2) a matrix 
method of crossover and mutation called Crossover and 
Mutation Matrix, it is allowing to good exploring of search 
space  to find a best solution. This method will be used in the 
crossover and mutation process in  AIG  and (HFGA with 
AIG). This AIG called Adaptive Immigration Genetic is based 
on a structured immigration which consists in benefiting 
individuals not inserted in previous generations (resulting 
from the crossbreeding and mutation operators of the selected 
individuals). Thus, a percentage of the most powerful 
individuals will immigrate after an interval of time instead of 
the same number of the lowest individuals in the last 
generation. The complexity of immigration is decreased by 
executing it only every several generations [2]. In  AIG  the 
random immigrants replace worst individuals in the genetic 
population, p୶is the matrix crossover Probability, and 	p୫	is 
the matrix mutation probability. Random Immigration” where 
he randomly created individuals is inserted into the population 
every generation by replacing the worst individuals or some 
individuals randomly selected. 

 

Figure 4 : Adaptive Immigration Genetic  AIG 

 
 

However, in order to benefit of the previous generations and 
of some individuals that not be able to be introduced in the 
population N, we give chance of the best individual to 
immigrate to the new population after a defined interval time 
(some generations). This new operator is called “Adaptive 
Immigration Genetic” AIG (Figure 4). 
 
3.2 Crossover and Mutation Matrix in HFGA-AIG 

 Consider our modelled problem by graph flow presented in 
Section. 2, the genetic population is constituted by a set of 
flow matrix solutions, 		ܵ	 (݊, 2݊ + 2)), ݇ ∈	 [1,ܰ],	  each 
structure solution is composed of n rows and 2n+2 columns 
with and n are the number of sites. The genetic operators 
applied in this algorithm are: Uniform Selection (US); 
Mutation Matrix (Figure 5); Crossover Matrix (Figure 6) and 
Elitism Insertion Method. The global algorithm HFGA-AIG 
for improving the constrained reassignment problem is 
illustrated on figure 7. 

 

 
Figure 5 : Mutation  Matrix at  two points of cuts Constrained by 

conservation flow equation (n=3) 
 
 

 
 
Figure 6 : Crossover  Matrix at two points of cuts Constrained by     
                  conservation flow equation (n=3) 

 
 
 
 

Begin 
Initialize  Population P randomly with constraints 
Evaluate population P; 

   for (iitr=1; iitr<=iter; iitr++) 
        Sel:=Select  For  Reproduction (P) 
        CX := Crossover (Sel, Px)  

    Mut := Mutate (CX, Pm)  
        Evaluate new individuals    

     P’ = Elitisme(Mut(1; N/2)) // Perform elitism 
     ImPop = (Mut(N/2; N)) 

        if  mod(iitr, Itinsert) == 0 
            Evaluate immigrants subpopulation ImPop 
           Replace the n worst individuals in P 

        endif 
endfor 
End 
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Figure 7:   Global Algorithm HFGA-AIG for improving the solution and remedying the stagnation phenomenon 
 

φ(k, p) = φ(j, k)	
୨∈
୨ஷୱ

&		φ(s, j)	 = 	
୩∈
୩ஷ୮

φ(k, p)						 &	(Wഥ୩		– 	α		Wഥ୩) ≥ 0	&	φ(k, p) ≤ 	C୩ 

STEP 1                                                           // Generating the instance 

Input  :  the tolerance coefficient α,  number of node n 
Input  the vector values of :  		E୩, 	C୩,, 	Nෙ ୨୩, W୨୩

୧ ,   Wഥ୩      with   1 ≤ k ≤ n 

Input  the matrix   ME(n,n) of  effective’s  employees 
Input  the  matrix  of weight’s employees 

 
STEP 2   / / Generating the initial population of graph flow 

Generate the initial population composed of  N matrix flow:  S0 = {S୩	/1 ≤ k ≤ N} 

with Check		ϐlow	contraintes : 

Insert the matrix individus M(φ(j, k))  in listPop 
 

STEP 3                                                           // Exploration of initial flow population 
k=  1,  imax                                                    // imax= maximal number of iterations 

Repeat (iteration k) 

Select two  solutions   S1 , S2  from   ListPop 
Crossover (S1,  S2)=	SC1 ,  SC2  

if 						ܠ܉ۻ( F(	SC1), F൫SC2)) > Max( F(S1), F(S2)൯		and check constraints 
Mutate (SC1)	  :  SC1  SM          // Mutation of  SC1 for iteration k 

Else 
Mutate (SC2)   : SC2  SM 			      // Mutation of  SC2 for iteration k 

End if 
If     F(SM) > Max( F(SC1),ܨ(SC2) and 	SM			check  all constraints 

Insert the solution in the list ListPop 
k= k+1                                                               //Next iteration 

Else 
Reject  SM			                                                    //Reject solution 

End if 
 

STEP 4              // call the pseudo code of  AIG  algorithm 
 

If     k=imax/10   // iteration processes 
Evaluate new individuals Mutate                // Evaluate Mutation solution and sort in descendant 

P’ = Elitism(Mutate (1; N/2))                  // Perform elitism 
ImPop = (Mutate (N/2; N) 

Generate m random immigrants 
Evaluate immigrant’s subpopulation ImPop 
Replace  the m worst individuals in ListPop 

Endif 
S = Max	((ܲݐݏ݈݅)ܨ                                   // Before starting the generation (k=1) 

Until	(F(SM) − F൫S൯)/F(SM) <  ݊݅ݏ݅ܿ݁ݎܲ
END 
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4.  PROPOSED HYBRID   GENETIC-SEQUENTIALLY 
SIMULATED   ANNEALING ALGORITHMS   
HFGA-SA-AIG 
4.1 Simulated Annealing  SA 
 
Simulated annealing SA is a learning method that simulates 
the physical quenching process in thermodynamics. Its 
starting point is based on the similarity between the annealing 
process of solid materials in physics and general 
combinatorial optimization [19]. It is a greedy algorithm, but 
its search process introduces random factors. When iterating 
to update the feasible solution, a solution worse than the 
current solution is accepted with a certain probability, so it is 
possible to get the optimal global solution by jumping out of 
the local optimal solution [20].  
 
In the SA steps [21], a new solution	Sୠୣୱ୲  is produced by 
neighborhood structure and a generation method. The 
neighborhood structure gives a set of solutions Sk which is 
more or less "close" to the current solutionܵ, The generation 
method is a step used to select a new solution in the vicinity of 
the S solutions. The steps of the algorithm SA are illustrated 
as follows: 

 
Figure 8: Pseudo code for simulated annealing started with a best 

solution 
 
4.2 Hybrid Genetic-Sequential Simulated Annealing 
Several works have been interested in combining AGs with 
SAs in order to improve the optimal solution and to reduce the 
computation time. We cite for example the work of Alder who 
used SA to replace the standard mutation with SA-mutation 
(SAM) and SA-recombination (SAR) based on the Metropolis 
selection rule [14]. In this work, we developed a new hybrid 
genetic approach based on hybridization of  HFGA-AIG and 
Sequential Simulated Annealing (SA) [22] called  Hybrid 
Genetic Sequential Simulated Annealing, to improve the 
performance of these first two algorithms (HFGA-SA-AIG).  
 

This new hybrid approach is based on the use of SA in a 
sequential order as a new operator of comparison between the 
best solution from the solutions rejected by HFGA mutation 
operator and the best solution produced by AG-AIG 
algorithm. This comparison allows us to enrich the solution 
space with the improved individuals. The execution of this 
hybrid approach HFGA-SA-IGA is performed in 8 steps 
(figure 9) we will explain  them in 3 phases. 
 

 
Figure 9: The  Proposed Hybrid  Algorithms  HFGA-SA-AIG   

for the constrained Assignment problem  
 
First phase:  
It consists to create an initial population Pop_mut of solutions 
by when HFGA process is started (step 1 and  step 2). Each 
solution from this initial population is evaluated by fitness 
function F  by satisfying the all constraints of our problem. 
The crossover and mutation process used are those 
represented in figure 5 and 6, it allows to generate a solution 
either accepted or rejected by mutation operator. The 
solutions rejected SM 	are inserted in a set   Pop_mut. 

Second phase:   
In this phase (step 4 and step 6), after each r iterations (r is the 
iterative periodicity for SA), the SA algorithm start 
sequentially with initial solution S0 = Max(Pop_mut(SM,) 
reasonable initial temperature is chosen for executing the SA 
processes illustrated in figure 7. This artificial temperature 
will provide an average probability of acceptance of a solution 
serving to improves the fitness function, This temperature 
also decreases in each iteration: Tj=T0/ln(j) where j is the 
number of iterations of SA algorithm then, when the SA 
stopping criterion is satisfied, then SA returns the best 

Start 
Specify a high initial temperature  T0 
Input itrmax 
Create initial solution ܵ 
	Sୠୣୱ୲ 		= S	  //Rejected solution of HFGA 
 for(j=1; j<=jmax; j++)  
 S:=create_neighbor_solutio(S0)  
     Decrease the artificial temperature 
     Tj  := calculate_temperature(T0) 
     // Tj = T0 /ln(j)    and Tj=T0 for j=1 
  if       ܨ(Sୠୣୱ୲) ≥ then   S0:= S  (S)ܨ  
     else    Sୠୣୱ୲:= S  
    Generate a random variable R=	(1 ,0)~()݀݊ܽݎ. 

     else if  exp	(
ி(ୗౘ౩౪)ିி൫ୗౠ൯

ౡ
) > ܴ and  S : = Sୠୣୱ୲ 

     Check if the stopping criterion is satisfied  
  Endfor 
return Sୠୣୱ୲_ 
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solution S_best(r), otherwise, the GA process will continue 
running until the SA program starts again for 2r iterations.  

Third phase:   
During this phase, the best solution S_best(r) produced  after r 
iterations by the Sequential SA, is then compared with the one 
that will be obtained by AG-AIG. The algorithm stops when 
the stop criterion (Precision in Figure 7) is satisfied or when 
the stagnation phenomenon has appeared from another 
optimal solution which is much improved. 

5. EXPERIMENTATION AND RESULTS 

5.1 Data Instances  
To evaluate the performance of the proposed hybrid genetic 
HFGA-AIG and the proposed Hybrid Genetic Sequential 
Simulated Annealing HFGA-SA-AIG, we randomly generate 
three instances I1,I2 and I3 using an automatic randomly 
generator of instances. To compare the performance of 
HFGA-AIG, SA-AIG, GA-AIG, and HFGA, we're going to 
use the same instances that we had used in work [1] to perform 
HFGA. These instances I1, I2 and I3 are constituted as 
follows : 
 I1(n=4 sites, ∑ 	 ܰ

ୀୀସ
ୀଵ = 60   employees or posts); 

Theses employees are divided into four groups 
	 ଵܰ, 	 ଶܰ, 	 ଷܰ	and		 ସܰ. 

 I2(n=10 sites, ∑ 	 ܰ
ୀୀଵ
ୀଵ = 364	 employees or posts); 

Theses employees are divided into four groups 
	 ଵܰ, 	 ଶܰ, 	 ଷܰ … 	and		 ଵܰ. 

 I3(n=20 sites, ∑ ܰ
ୀୀଶ
ୀଵ = 1440 employees or posts) 

Theses employees are divided into four 
groups.	 ଵܰ, 	 ଶܰ, 	 ଷܰ … 	and		 ଶܰ. 
 

Each candidate (employee) who works i in a post within a site 
j, is identified by an individual weight Wij. To construct theses 
weights, we use artificial generator to randomly generate them 
in interval [Wmin, Wmax] = [10,40].  Also, we construct a 
weighted matrix WM(n,Max( ෩ܰ)) constituted of n rows and 
Max( ෩ܰ). In addition, we construct a staffing matrix SM as 
shown in Figure 10, composed of the sub-matrices	ܧ	(1, 
෩ܰ)  ( ݅	ܧ	 s a vector) and each sub-matrix 	ܧ	(1, ෩ܰ  is  
constituted of weights W୨୩

୧ 	wishing to change their original 
posts in sites 	ܧ  (j is fixed),          

ܧ = ቄ ܹ
ଵ , ܹ

ଶ , ܹ
ଷ , … . , ܹ

෩ࡺ 	ቅ , 1 ≤ ݇ ≤ ݊, ݆ ≠ ݇ as 
shown in this figure. 

 

On the other hand, when a numbers of employees                
N෩ ୨ = ∑ N෩ ୨୩୬

୩ୀଵ,୨ஷ୩ , wishing to change their original from the 
site ܧ(1 ≤ ݆ ≤ ݊,	 j≠k), are different, we complete the row j  
in the matrix WM with ෩ܰ z e r o ( 0 ) , until dim(ܧ) +
෩ܰ = dim(ݔܽܯ(( ෩ܰ,ଵஸஸ	) and ෩ܰ=Max(( ෩ܰ,ଵஸஸ	)) − ෩ܰ. 
 
Based on construction of WM, we can construct facilely the 
staffing matrix SM (n,n) as illustrated in figure 10. Noting also 
that the elements ܰ	of this matrix is generated in the interval 
[0, ఫܰේ ]=[0,8]. 
 

ܯܵ =

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

0 ଵܰଶ ଵܰଷ ଵܰସ ଵܰହ ଵܰ ଵܰ

ଶܰଵ 0 ଶܰଷ ଶܰସ ଶܰହ ଶܰ ଶܰ

ଷܰଵ ଷܰଶ 0 ଷܰସ ଷܰହ ଷܰହ ଷܰ

ସܰଵ ସܰଶ ସܰଷ 0 ସܰହ ସܰହ ସܰ

ହܰଵ ହܰଶ ହܰଷ ହܰସ 0 ହܰହ ହܰ

ܰଵ ܰଶ ܰଷ ܰସ ܰହ 0 ܰ

ܰଵ ܰଶ ܰଷ ܰସ ܰହ ܰହ 0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

      Figure 11:: Example of a staffing matrix ME (n=3) 
corresponding to 3 sites (n=3) 

 
So, the values of the capacity constraint vector can be 
calculated by this expression 
 

C(k) = 	Pr.  ,݇)ܯܵ 	݅)
∈[ଵ,ேണೖේ ]

 

with Pr is the normalized parameter defined by the maker 
decision. In these tests, we suppose Pr=1. Also, for the 
tolerance coefficient value, we suppose.ߙଵ = ߙ … = ߙ . The 
best optimized value for this problem is ߙ = 0.5	[2]. 
 
5.2 Results and Analysts 

The following experiments are affected on a desktop computer 
5i, with 2.5GHz and 4GB of RAM. To compare the 
performance of HFGA-SA-AIG, HFGA-IAG and HFGA, 
these three algorithms are implemented in the Matlab 
programming language and applied to solve the constrained 
reassigning problem employees to preferred post. These 
algorithms optimizers run for undetermined number of 
iterations with a population size of 100, a crossover probability 
of  0.6, a probability mutation of 0.5. And an initial 
temperature is equal to 105. 
 
We are then going to test these different algorithms in order to 
compare the efficiency of each one in relation to the other. For 
this, we are interesting to analyse the results associated to the 
mean of 10 executions for each algorithm. 
 
 
 

ܯܹ =

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

0 12ܧ 13ܧ 14ܧ 15ܧ 16ܧ 17ܧ

ଶଵܧ 0 ଶଷܧ ଶସܧ ଶହܧ ଶܧ ଶܧ
ଷଵܧ ଷଶܧ 0 ଷସܧ ଷହܧ ଷହܧ ଷܧ
ସଵܧ ସଶܧ ସଷܧ 0 ܧ ସହܧ ସܧ
ହଵܧ ହଶܧ ହଷܧ ହସܧ 0 ହହܧ ହܧ
ଵܧ ଶܧ ܰଷ ସܧ ହܧ 0 ܧ
ଵܧ ଶܧ ଷܧ ସܧ ହܧ ହܧ 0 ⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

 

Figure  10 : Exmable of Weighted Matrix MW for 3 sites (n=3) 
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Figure 12: Evolution of fitness function  (HFGA-)values over 
number of iterations for instance I1(n=4, 60 employees,α=0.5) 

 
 

 
Figure 13:  Performance  comparison of  HFGA-AIG-SA, 

HFGA-AIG and HFFG  over  number of iterations for the instance I1 
(n=4, 60 employees, α=0.5) 

 
Figure 13 compare the performance of HFGA-AIG-SA, 
HFGA-AIG and HFFG over number of iterations for the 
instance I1(n=4, 60 candidates, α=0.5) in term of fitness 
values. This figure indicates that (HFGA-SA-AIG, Plot C3) 
outperforms (HFGA-AIG, Plot C2) and (HFGA, Plot C1) in 
terms of finding a better solution within the same number of 
iterations or finding a comparative good fitness Rw (Ratio 
weight). In this figure, we can also note that  the 
HFGA-SA-AIG reaches its optimized solution faster and then 
rebounds without improving; with HFGA-SA-AIG and c1, 
the solution gradually improves and then stabilizes; 
HFGA-AIG outperforms HFGA at first, but HFGA- ends up 
catching and generating the improved solutions at the end of 
its execution. Concerning the stagnation phenomenon. The 
same figure shows also that this problem can be minimized 
when we implement the two algorithms HFGA-SA-AIG and 
HFGA-AIG, in particularity the one that HFGA-SA-AIG. 

The minimization of the stagnation phenomenon can be 
explained by the reason that the HFGA population could not 
increase after a certain number of iterations (2600 iterations) 
and HFGA stagnate. But, the hybridization of new operator 
AIG of genetic immigration contributes with HFGA and 
HFGA-SA, allows to enrich this population by new improved 
solutions that HFGA. Knowing also, that this of genetic 
immigration process AIG can requires a number of iterations 
more than HFGA justified by the results traduced in figure 14. 

 
Figure 14 : convergence speed comparison of HFGA-AIG-SA, 
HFGA-AIG and HFFG over number of iterations for I1(n=4, 60 

candidates, α=0.5) 

In term of the optimized fitness function (ratio weight) value, 
we note that HFGA-SA-AIG obtains its optimized 
reassignment of candidates (employees) to preferred posts, 
which is Rw =0.25 after 3540 iterations, greater consecutively 
to those which are optimized by HFGA-AIG (Rw=0.18 after 
4112 iterations) and by HFGA (Rw=0.18 after 2600 
iterations) compared to HFGA. To evaluate numerically the 
performance of these three algorithms, we apply this 
expression ܧ ଷ݂_ଵ = ୖ୵_୭୮୲(େଷ)ିୖ୵_୭୮୲(େଵ)	

ୖ୵_୭୮୲(େଵ)
 as efficiency factor 

for measuring the performance of our proposed hybrid 
algorithms by using theses notifications: C3=HFGA-SA-AIG 
algorithm, C2=HFGA-AIG algorithms and C1=(HFGA) 
algorithms.  

So, after calculation of this factor, the efficiency 		ܧ ଷ݂_ଵ	found 
for  HFGA-SA-AIG  attain  0.3804. This value indicates that 
the optimal solution obtained by  the proposed hybrid   
Sequentially Simulated Annealing  algorithm  C3 is improved  
to 38 % compared to C1=(HFGA). After the calculation of  
Ef3_2  and Ef2_1, we found that:                                  
ܧ ଷ݂_ଶ = ୖ୵_୭୮୲(େଷ)ିୖ୵_୭୮୲(େଶ)	

ୖ୵_୭୮୲(େଶ)
= 0.160. This value indicates 

that the optimal solution obtained by algorithm 
HFGA-SA-AIG  can be improved to 16 % compared to 
HFGA-AIG. ܧ ଶ݂ିଵ = ୖ୵_୭୮୲(େଶ)ିୖ୵_୭୮୲(େଵ)	

ୖ୵_୭୮୲(େଵ)
= 0.1894,	 this 

indicates that the optimal solution obtained by HFGA-AIG 
can be improved to 19% compared to HFGA.  
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In addition, the improved optimized fitness function Rw, 
(ratio weight), obtained by these three hybrid algorithms 
(Figure 14), is practically associated with the optimal weight 
of employees who are reassigned to their preferred posts 
within different sites in enterprise. Moreover, from the 
correspondence between the weighted matrix WM and 
staffing matrix SM, it can identify easily ID of each 
employees with ID of her preferred post.  
 
The experimental results then indicate that the proposed 
GA-AIG algorithms and its hybridization with SA, can be 
easily adapted to the problem of reassigning staff to their 
preferred positions. The results obtained by HFGA-SA-AIG 
are excellent in terms of solution quality, compared to the 
HFGA-AIG and HFGA algorithms. 

 
Table 1: Compared the CPU time consumed by tree algorithms to 

search the optimal solution for tree different instances 

 
 
The figure 14 and table 1 compares the convergence speed 
performance of HFGA-AIG, HFGA and HFGA-SA-AIG over 
CPU time and number of iterations for I1(n=4, 60 employees, 
α=0.5). Figure 11 and table 1 indicate that the GA-AIG 
outperforms the HFGA and the HFGA-SA-AIG in terms of 
convergence speed in the search for a better solution. The 
HFGA finds its best solution after 130.25 s of CPU time (2530 
iterations), with an objective fitness value of 0.2179. 
HFGA-SA- iterations. reaches its optimized solution after 
HFGA in 163.14 s of CPU time (4112  iterations), with an 
objective value of  0.2523. 
 
Figure 14 also shows that during the first 16 iterations or 
about 49 s of CPU time, then  HFGA-AIG reaches a better 
solution than HFGA-SA-GA and HFGA((t(C2)< t(C1<t(C3)). 
However, HFGA-SA-GA obtains a better solution afterwards,  
To quantify the performance in terms of convergence rate or 
convergence speed for these algorithms, we define then 
another factor called   convergence speed factor CSF. It 
consists to compare HFGA-AIG to (HFGA) in term of CPU 
convergence based on this expression : 
ଶభܨܵܥ	                         = ൬ౘ౩౪(ిమ)

ౘ౩౪(ిభ)
൰

∗ 100 

Where (T_best(C2) is the time consumed after ik iterations 
for obtaining  the improved optimal solution by  HFGA-AIG,  
(T_best(C1)   is the time consumed after ik iterations to 
obtain  an optimal solution using HFGA,  and (T_best(C3))  
is the time consumed after ik iterations to obtain  a best 
optimal solution using HFGA-SA-AIG.  So, the rate value 
calculated is equal to 	ܨܵܥଶ_ଵ= 28%. This indicates that  
HFGA-AIG is 28 times faster than (HFGA). The convergence 

rate or speed convergence HFGA-AIG compared to 
HFGA-SA-AIG can be calculated by :   

ଶ_ଷܨܵܥ	  = 		 ቀ_ୠୣୱ୲(େଶ)
_ୠୣୱ୲(େଷ)

ቁ

∗ 100 = 19%. This indicates that 

the HFGA-AIG algorithm is 19 times faster than. 
HFGA-SA-AIG algorithm. 

From these obtained parameters, we can notice that the 
HFGA-AIG (CSF=28%) is performant in term of speed 
convergence compared to HFGA-SA-AIG and HFGA. This 
can be explained by the fact that the new operator AIG 
hybridizing with HFGA, introduces a diversity of the 
population and more dynamism and exploration of the various 
probable solutions of our problem. This diversification 
property of the solutions also leads to obtain an improved 
optimal solution in a shorter time compared to HFGA and 
HFGA-SA-AIG. The HFGA-SA-AIG  obtain the best optimal 
solution in term after  HFGA-AIG  and HFGA because the 
HFGA-SA-AIG  requires additional time to evaluate each 
rejected solution of mutation by SA sequential process. 
In this test, 60 employees are competing in the redeployment 
operation to optimize the reassignment of qualified employees 
capable to improve the quality of a limited number of posts. 
This reassignment operation is according to one or more 
criteria such as the post choice, the individual weight and the 
constraints imposed by the managers.  
 
The table 2   compares the number of reassigned employees 
given by tree hybrid algorithms HFGA, HFGA-AIG and 
HFGA-SA-AIG. Each number of employees is obtained 
basing on the optimal fitness function (optimal solution) 
generated by each algorithm. After comparing these results, 
we find that HFGA-SA-AIG algorithm can identify 4 
(corrected number: cor_num = 2+2=4)) other qualified 
employees who are also entitled to be reassigned to their 
preferred posts compared to HFGA.  

However, HFGA-AIG can identify only 2 (corrected number: 
cor_num=2)) other qualified employees who are eligible to be 
reassigned to their preferred positions. Consequentially, we 
can deduce that the implementation of HFGA-AIG allows us 
to generate an improved optimal solution, for finding an 
equitable distribution matrix of employees in their preferred 
positions compared to HFGA.  

Table 2: Compared of reassigned employees given by tree hybrid 
algorithms 

 
Concerning the impact of instance size, in particular the one that 
can increase the matrix solutions size as the number of sites n  
witch of each solution can be modeled by a flow graph 
constituted by 2n+2 arcs. The table 3 compares then the CPU 
consumed by tree algorithms by varying the number of sites 
when we executed the HFGA, HFGA-AIG and 
HFGA-SA-AIG.  

Algorithms C1 
HFGA 

C2 
HFGA-AIG 

C3 
HFGA-SA-AIG 

Optimal Finesse 
function Rw 0,1832 0,2179 0,2523 

CPU  times (S) 163,14 130,25 179,37 
Number of iterations 4112 2530 3850 

Improved fitness 
function Rw % - 19%  than C1 38 %  than C1 

17%  than C2 

Algorithms C1 
HFGA 

C2 
HFGA-AIG 

C3 
 HFGA-SA-AIG  

New effective of 
reassigned employees  17 19 20 

Corrected number - +2 +2+2=+4 
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In order to evaluate the performance of these three algorithms in 
terms of adaptation regardless of the instance used, we therefore 
used three different instances: I1(n=4), I3(n=10) and I4(n=20).  

Table 3: Compared the CPU time consumed by tree algorithms 
according to number of sites 

 
From table 3, we found that the CPU time required to obtain an 
optimal solution in these three instances varies only very little 
whatever the algorithm used. This implies that HFGA-AIG and 
HFGA-SA-AIG can optimize the problem for large companies 
structured by several production sites within a reasonable CPU 
time. Also, these results explain that the implementation of 
these two hybrid algorithms can be applied to most of the 
allocation optimization models based on the graph flow and its 
associated constraints as shown in the mathematical 
formulation of our problem (section 2). 

6. CONCLUSION 

In this paper, we have discussed the implementation of two 
hybrid algorithms HFGA-AIG and HFGA-SA-AIG for 
improving the solution of a reassigning personal problem to 
preferred posts in a suitable optimized CPU time. The second 
aim was to remedy the stagnation phenomenon of convergence 
caused by HFGA algorithm developed in our previous work 
[2]. In the first phase in this work we viewed that AIG produces 
dynamism and diversity for the population and provides a best 
solution in fewer iterations. By implementing the HFGA-AIG, 
we were then able to improve the optimal solution of this 
problem,  to reduce the CPU time and minimize the stagnation 
phenomenon . In the second phase, we sequentially hybridized 
the Simulated Anneal SA with the (HFGA-AIG) to supply the 
research space with the best solutions rejected by the mutation 
process, after having corrected them by SA. Then, we showed 
that during the implementation of (HFGA-SA-AIG), we could 
improve the optimal solution of our problem better than 
HFGA-AIG and remedy the stagnation phenomenon. The 
optimal solution quality, obtained by this proposed algorithm 
can ensure an optimal reassignment (rotation of  posts) with a 
good number of employees for maximizing the productivity of 
each job post within the multi-sites enterprise [25]. 
 

To conclude, it is true that GA-AIG can be implemented to 
reduce the CPU time, to remedy the stagnation effect and to 
improve the optimal solution for our complex assignment 
problem. But the numerical results indicate that the 
HFGA-SA-AIG algorithm outperforms both HFGA-AIG and 
HFGA in terms of solution quality and convergence rate as if 
to be more efficient than GA-AIG in terms of the search for 
the quality of solution. Therefore, the proposed algorithm can 
be applied to most of the known NP-hard assignment 
optimization models within most extensive enterprise [26]. In 

future work, we will integrate the parallel computing [27] 
–[28] and develop a new genetic operator of this hybrid 
algorithm.  As another work, we will also introduce a hybrid 
model A  for  productivity  prediction  of enterprise from the 
dataset issue  of Big Data integrating also the Multi-Objective  
Optimization  process [30]-[31] . 
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