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 
ABSTRACT 
 
Knowledge discovery from the geographical dataset is critical 
for understanding weather behavior and global warming 
impact. However Geographical data is complex and growing 
exponentially. A major effort goes into the accusation of 
geographical (raw) data, which contains possible errors, is 
un-validated, unformatted, un-coded with missing and wrong 
values. Resultantly Geographical database development costs 
up to 70% [1] (or more) of time and effort. In this paper, we 
present novel algorithms to convert raw geographical data 
into error-free, clean, validated and formatted Databases. 
Further resultant geographical database is visualized for 
further understanding of dataset, which shall works as 
impetus for data engineers and scientists [3][4][5][10-15]. 
 
Key words: geographical data, data extraction, data 
integration, data pre-processing, database, data visualization. 
 
1. INTRODUCTION 

Geographical data is growing exponentially, massive 
volumes of geographical data are generated having multiple 
columns and most of the times stored in comma-separated 
values (CSV) files. However, not all relevant generated data is 
stored in single file but may result in multiple files. While 
CSV files are simple means of storing and retrieving data, the 
challenge lies in analyzing data stored in CSV files especially 
when data is stored in multiple files. Further, geographical 
data is generated incrementally and CSV files cannot be 
considered as means of permanent storage. Database provides 
solution to both the problems, one of storing data permanently 
and incrementally besides having to access data in a rich, 
uniform manner, e.g. using Structured Query Language 
(SQL) would offer expressiveness and user-friendliness 
[2][6][7][8][16-20]. 
 
2. DATASET 
 
In this study weather prediction for Kashmir region has been 
performed using data mining techniques. The datasets used 

 
 

here has been collected from NDC Pune (India 
Meteorological department). It is an agency of Ministry of 
earth sciences of the government of India. It is the principal 
agency responsible for meteorological observations, weather 
forecasting and seismology. IMD is one of the six regional 
specialized meteorological centers of the world 
meteorological organization. The first dataset used consists of 
relative humidity (Fig 2) measured (in %) from year 2012 to 
2017 measured every day at time 3 PM and 12 AM. The 
dataset consists of 12190 instances and five dimensions. The 
second dataset used consists of various weather parameters 
measured every day from year 2012 to 2017.Dataset consists 
of 6117 instances and five dimensions. The parameters 
included in the dataset are Date, Maximum temperature (°C), 
Minimum temperature (°C) and Rainfall (in mm) as shown in 
Fig 1. The parameters recorded in the dataset depict that some 
months like October, November and December shows less 
rainfall than rest of the months in all the regions. The weather 
parameters in both datasets are taken for the 3 regions of 
Kashmir division i.e. Gulmarg (North Kashmir), Srinagar 
(Central Kashmir) and Qazigund (South Kashmir).  The 
geographical description of these areas specifies that 
Gulmarg is located at 34.05°N 74.38°E [1] and has an 
average elevation of 2,650 m (8,690 ft), Srinagar (Central) is 
located at 34.5°N 74.47°E [1] and has an average elevation of 
1,585 m (5,200 ft), and Qazigund (South) is located at 
33.59°N 75.16°E [1]. It has an average elevation of 1,670 m 
(5,480 ft) [1][9]. 
 

 
Figure 1: Instances of Maximum Temperature, Minimum  
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Temperature and Rainfall 

 

 
Figure 2: Instances of Relative Humidity 

 

 
Figure 3 : Instances of Integrated Data 

 
3. DATA STRUCTURE 
To carry out the analysis of the meteorological data set, three 
N*M dimensional data structures are used, details of such 
data structures are as follows: 

 
3.1. Humidity (hu_data): 
The Humidity data table (hu_data) contains the following 
fields: station_id, year, mnth, hr, dt, rhumid. The station_id 
field specifies a particular station of Kashmir from which 
readings are recorded. year, mnth, dt fields specifies a 
particular date i.e. day, month and year on which readings of 
the station are recorded, hr field in the table implies the hour 
in the day at which readings are recorded (twice a day at 
12AM and 3PM) and the last field rhumid specifies the 
percentage of humidity recorded from a particular station on a 
particular day at 12 AM or 3 PM. The table structure is given 
below Fig 4: 

 
Figure 4: Relative Humidity Data Structure 

 
3.2. Rainfall data table (rn_data): 

The rainfall data table (rn_data) contains the following fields: 
station_id, year, mnth, dt, tmax, tmin, rfall. The station_id 
field specifies a particular station from which readings are 
recorded. Year, mnth, dt fields specifies a particular date i.e. 
Day, month and year on which readings of the station are 
recorded, tmax and tmin fields specifies the maximum and 
minimum temperatures respectively recorded from a station 
in degree Celsius (°c) for a particular day. Rfall field specifies 
the rainfall recorded by the station on a particular day. The 
table structure is given below: Fig 5 

 
Figure 5:  Rainfall Data Structure 

 
3.3. Combined data table (C_DATA): 
The combined data table (c_data) contains the following 
fields: station_id, year, mnth, dt, tmax, tmin, rfall, humid3, 
humid12. It is formed by adding the humid3 and humid12 
fields to the rn_data table, where humid3 and humid12 fields 
specify the humidity readings recorded by a station on a 
particular at 3 pm and 12 am respectively. The table structure 
is given below: Fig 6 
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Figure 6: Combined Data Structure. 

4. IMPLEMENTATION 
 
4.1. Algorithm  1 

The algorithms reads a character from comma separated file 
(csv) until end of file is reached, if the current character is 
newline the whole row is inserted in the “rn_data” and 
“hu_data” tables otherwise if the character is “,” (comma) or 
any value, it is concatenated with previous value. Below two 
flowcharts specifies how the data is inserted in “rn_data” and 
“hu_data” tables from files (tab2 and tab3) respectively: 
Flowchart 1: 

 

 
Working: 
 
Declare 
 Set sval = “ ” 
 Set i = 0 
 Set avl = Read Character from file (Tab2) 
 Set cval = avl 
Set qry = “ ” 
 
Begin 
 for i = 0 to avl by 1 do 
  Set avl = Read Next character from file 

  If cval = “Newline”  then 
       Set sval = sval + cval   // Concatenate cval with sval 
       Execute Query 
  Endif 
  If cval = “comma”  then 
       Set qry = qry + sval  // concatenate cval with query 
       Set sval = “ ”    // Reinitialize sval 
  Elseif 
        Set sval = sval + cval // concatenate cval with 
previous character 
  Endif  
 Endfor 
End 
 
Flowchart 2: 

 
 
Working: 
 
Declare 
 Set sval = “ ” 

 Set i = 0 
 Set avl = Read Character from file (Tab3) 
 Set cval = avl 

Set qry = “ ” 
Begin 
 for i = 0 to avl by 1 do 
  Set avl = Read Next character from file 
  If cval = “Newline”  then 
       Set sval = sval + cval   // Concatenate cval with sval 
       Execute Query 
  Endif 
  If cval = “comma”  then 
       Set qry = qry + sval  // concatenate cval with query 
       Set sval = “ ”    // Reinitialize sval 
  Elseif 
        Set sval = sval + cval // concatenate cval with 
previous character 
  Endif  
 Endfor 
End 
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4.2. Algorithm 2 
We are given a table named “c_data” consists of data recorded 
every day from each station and other table named “hu_data” 
consists of humidity readings of each station recorded every 
day at 12 AM and 3 PM. The algorithm retrieves the humidity 
readings of each station whose data resides in table “c_data”. 
These humidity readings consist of two values for each station 
on respective dates, one reading taken at 12 AM and other at 
3 PM. After retrieving the humidity readings, the algorithm 
stores these values in the table “c_data” along with the 
respective stations on the respective dates. 
 
Flowchart: 

 

 
Working: 
 
Declare 
 Set RS = “ ” 
 Set SID= “ ” 

Set DT= “ ” 
Set Yr = “ ”  
Set DT = “ ” 
Set MNTH = “ ” 

Begin 
 Set RS = Read data from table (C_DATA)  // Retrieve 

data from C_DATA 
 While RS != NULL  do 
  Set  SID = RS.STATION_ID 
  Set  DT = RS.DATE 
  Retrieve Humidity value from Hu_Data table Where 
  STATION_ID = “SID” && 
  YEAR = “YR” && 
  MONTH = “MNTH” && 
  DATE = “DT” 
   
  If ROW_LENGTH = 2 Then 
   Set  HUMID3 = HUMIDITY at 3 
   Set  HUMID12 = HUMIDITY at 12 
  Endif  

 
  Set HUMID3 in C_DATA && 
  Set HUMID12 in C_DATA where 
  RS.STATION_ID = SID, 
  YEAR = “YR” && 
  MNTH = “MNTH” && 
  DT = “DT” 
  
   Execute Query 
 

Endwhile 
End 

 
5. 3D Visualization 
Geographical data is integrated and subsequently database is 
populated. 3D visualization is performed on geographical 
database primarily on following attributes: 

1. Minimum Temperature 
2. Maximum Temperature 
3. Humidity at 12 A.M 
4. Humidity at 3 P.M 
5. Rain Fall 

and the resultant output is shown below: (Fig 7 – 10) 

 
Figure 7: Rain Fall, Minimum Temperature & Humidity at 12 AM 

 
Figure 8: Rain Fall, Minimum Temperature & Humidity at 3 PM 
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Figure 9:  Rain Fall, Maximum Temperature & Humidity at 12 AM 

 
Figure 10:  Rain Fall, Maximum Temperature& Humidity at 3 PM 

 
6. CONCLUSION 
This paper features how meaningful knowledge can be 
extracted from raw geographical dataset. The proposed 
algorithm extracts, transforms & integrates data from 
multiple CSV files and finally populates formulated database, 
resultant database is clean, integrated and ready for analysis. 
In this paper 3D visualization is done to further understand 
geographical data. Finally integrated geographical database 
is ready for analysis and machine learning. 
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