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ABSTRACT 
 
Dataset in large collection involves considerable handling in 
its analysis especially when it is being employed in 
classification problems that involve big data. Due to the 
technology development, the manner and approach in which 
this dataset is being manipulated for classification purposes 
differ not only in one respect but in many respects with 
different uncorrelated results which sometimes make 
prediction inaccurate. By definition, classification is the act of 
arranging objects into classes or categories of the same type; 
these objects can be huge or otherwise, and to manually 
classify them will be a herculean task. The basic reason for 
classification is to punctiliously predict the class for each case 
in the dataset using class label. Notable classification, 
clustering and regression methods are support vector 
machines, neural networks, random forest, k-nearest 
neighbor and decision trees. The conventional clustering 
method that is widely employed to classification problems 
cannot handle the weight associated problem which 
characterized the transmission of neurons from layer to layer 
within the network. Employed in this work for the 
classification and clustering resolution is deep belief networks 
clustering method. The neural network architecture and loss 
function popularly employ in deep learning are considered for 
transforming the input data to clustering-friendly feature 
representation.  
 
Key words : Classification, Clustering, Deep learning, Deep 
belief networks, Dataset. 
 
1. INTRODUCTION 
 
Lately, applications of deep belief networks (DBNs) have 
gained great acceptance in various fields due to the 
advancements in the underlying structure of their 
layer-by-layer method of learning [1], [2]. The evidence is 
substantiated by their applications in various areas of 
machine learning such as image characterization [3], speech 

 
 

identification and recognition [4], [5], information mining 
and retrieval [6], [7], [8], and natural language processing 
and understanding [9]. There are so many classification 
models related to DBNs that are employed for different tasks, 
they are 3D object recognition [10], recognition of 
hand-written characters [2], [11], modeling of data that is 
captured on motion [12], [13], and alphabet transliteration 
[14]. DBNs, being probabilistic generative models comprise 
of combined and trained restricted Boltzmann machines 
(RBMs) with layer of visible variable and various layers of 
hidden variables. DBNs training approach is by greedy 
unsupervised approach with a back-propagation fine-tune 
procedure among the layers excluding the visible layer and 
the output layer for effective and optimal classification tasks 
performance. Although normal networks such as 
convolutional neural networks have modeling ability, their 
networks are not as deep as the networks of deep belief 
networks which make the networks to have greater modeling 
ability than the rest. There are two approaches to training 
DBNs models, namely the generative models approach and 
the discriminative models approach. Back-propagation 
method is employed for the DBNs discriminative training 
whereby to get the over-fitting of the data reduced, a 
multilayer feed-forward neural network is initialized by 
DBNs using the features produced in each layer when there is 
fewer training sample for supervised classification [9], [14], 
[15].  
 
According to [3] and [4], DBNs as probabilistic generative 
models comprise of variables, hidden in the various layers of 
the networks. These hidden variables are otherwise known as 
the DBNs’ hidden units; the various layers of the networks 
have connections with one another and not with each layer’s 
unit. The upper two layers of DBNs do not have direct links 
with the remaining layers, while on the contrary the bottom 
layers have direct links.  
 
Unsupervised networks of trained RBMs are arranged into 
stacks to form DBNs; each hidden layer of RBMs’ 
sub-network serves as a visible layer for the next hidden layer. 
The benefit in deep architecture is that each layer in the 
network learns the complex features of the input data more 
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than the layers before it. With initial weight initialization, 
DBNs and RBMs could be employed as feature extraction 
methods. It is expected of DBNs to perform better than the 
conventional neural network considering their connection 
weights initialization rather than the random weights 
initialization of neural network. For input reconstruction, 
each layer in DBNs relies on contrastive divergence method 
which boosts the network’s performance.  
 
The remainder of this work is as follows: Described in section 
2 are preliminaries and taxonomy. Using of DBNs for 
clustering and classification is explained in section 3. 
Presented in section 4 are the results and discussion. Section 5 
concludes the work with future work. 
 
2. PRELIMINARIES AND TAXONOMY 
 
The network architectural terminologies needed for 
understanding deep clustering are briefly discussed in this 
section, namely neural network which includes feed-forward 
and fully-connected neural network, convolutional neural 
network, deep belief networks, and loss functions. 
 
2.1 Application of neural network architecture for deep 
clustering 
 
Many literatures have recorded the effectiveness of some 
trained neural network architectures in learning to extract 
and represent features newly. The following are few of the 
popular neural networks that deep learning utilizes in 
extracting and representing features. 
 
2.1.1 Feed-forward and Fully-connected Neural  
Networks 
 
A feed-forward neural network (FNN) as an opposite of 
recurrent neural network is an artificial neural network that 
has its nodes connection non-cyclical instead, from the input 
nodes, via the hidden nodes to the output nodes, the 
information moves in only one direction without forming any 
network loops as shown in Figure 1. Moreover, 
fully-connected network (FCN) is made up of multiple layers 
of neurons, whereby each neuron in the network is connected 
to every network neuron preceding its layer with individual 
connection having its own weight. FCN, also known as 
multi-layer perceptron (MLP) is entirely all-purpose pattern 
of connection which does not assume features in the data 
instead, its use is necessary in a supervised learning scenario 
where there is provision for labels. Nonetheless, when it 
comes to clustering, it is necessary to have a good 
initialization of network’s parameters to guard against trivial 
solution as a result of all data points being mapped out to tight 
clusters due to naif FCN which can result to a little value of 
clustering loss [16]. 
 

 
Figure 1: Feed-forward Network 

 
2.1.2 Convolutional Neural Network 
 
The inspiration that led to the introduction of convolutional 
neural networks (CNNs) [17] in classification process is not 
far from biological process whereby the pattern in which 
neurons are connected is motivated by the visual cortex 
structure of the animal. Similarly, in convolutional neural 
network, each neuron in the network layer is not fully 
connected to every previous neuron preceding its layer but is 
only connected to a few neurons (depends on kernel size) in 
the layer preceding its layer, and the same set of weights is 
employed for each neuron meaning that individual 
connection does not have its own weight as illustrated in 
Figure 2. The application of CNNs to image datasets helps in 
vicinage and shift-invariance of feature extraction. It does not 
require any initialization for it to be directly trained with a 
particular clustering loss, but the clustering performance can 
be boosted with an excellent initialization. 
 

 
Figure 2: Convolutional Neural Network 

 
2.1.3 Deep Belief Networks 
 
Deep belief networks (DBNs) [18] comprise of stacks of 
trained RBMs [19] forming a generative graphical model 
with the ability to learn the feature extraction of the input data 
and even represent the input data in a deep hierarchical 
manner as shown in Figure 3. DBNs are different from other 
networks because of the manner in which the weights are 
initialized. The training of the networks using unsupervised 
greedy layer-wise method is adopted in training DBNs having 
RBMs as the building blocks for each concerned layer. After 
this, the necessary DBNs’ parameters are fine-tuned taking 
into consideration some loss function. Employing 
back-propagation with greedy layer-wise weight initialization 
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makes DBNs perform better than employing 
back-propagation with random weight initialization as found 
in the conventional neural network. 
 

 
Figure 3: Stacked Restricted Boltzmann Machines-based 

Deep Belief Networks [1] 
 
2.2 Clustering Loss functions 

Clustering lost functions are used in machine learning and 
deep leaning to guide and evaluate how well the networks 
learn and represent the input data features in a 
clustering-friendly manner. Principal clustering loss and 
auxiliary clustering loss are the most major kinds of 
clustering loss functions. These are discussed in sub-section 
2.2.1 and sub-section 2.2.2 
 
2.2.1 Principal Clustering Loss 
 
This kind of clustering loss functions includes the cluster 
centroids of the datasets and the cluster assignments of the 
datasets. Otherwise stated, the clusters can be got directly 
after the clustering loss has guided in the network training. 
This kind of clustering loss has the following as options, 
namely k-means loss [16], [20], and agglomerative 
(Hierarchical) clustering loss [21], [22], cluster classification 
loss [23], cluster assignment hardening and so on. 
 
2.2.2 Auxiliary Clustering Loss 
 
This second category of clustering loss functions exclusively 
takes care of guiding the network for more feasible 
representation learning for clustering, although it is difficult 
if not impossible for it to generate clusters directly. The 
implication of this is that, to obtain the clusters, any deep 
clustering methods with simply auxiliary clustering loss need 
running a clustering method after the network training.  
 
Locality-preserving loss [24] as one of the many auxiliary 
clustering losses employed in deep learning enforces the 
network for the preservation of the cluster’s locality. Group 
sparsity loss [24] on the other hand is one of the many 
auxiliary clustering losses that inspired by spectral clustering 
where exploitation of block diagonal similarity matrix is done 
for the purpose of representation learning and so on. 

3.USING DBNS FOR CLUSTERING AND 
CLASSIFICATION 
Classifying datasets using deep belief networks clustering 
method is the main focus of this study. Image dataset of 
approximately 1000 cow objects and 4 classes were provided 
for the classification and clustering process. 70% of the 
dataset was employed for the training, 10% for validation and 
20% for testing. The RBMs employed were earlier built using 
binary probabilistic units for the network layers which include 
both the input layer and the hidden layers. Training on 
neurons and valued data that is continuous is much slower 
compare to the training with binary inputs; this means that if 
the training process with binary inputs is pretty slow, then, it 
would have been impracticable training on continuous input. 
Addition of noise to sigmoid units is part of the past work 
carried out on continuous valued data in RBMs. In clustering 
the input data, the input has been scaled to 0 and 1 interval by 
the DBNs approach this work employed. Four layers of RBMs 
formed the DBNs; the first layer which serves the purpose of 
data entry is regarded as the layer that is visible, followed by 
the layer that is hidden which becomes visible to the next 
RBMs hidden layer. The final hidden layer of the stacked 
RBMs represents the output of the DBNs which is otherwise 
known as the class label unit of the DBNs.  
 
By employing Gibbs’ method, the first layer of the RBMs is 
trained with 1000 iterations thereafter passing the output to 
the next RBMs layer for training with the same number of 
iteration. The diagrammatical representation of this process 
is shown in Figure 3. The systematic process of DBNs in 
handling clustering and classification task as shown in Figure 
3 is sum up as follows: the first layer which represents the 
visible layer of the first stack of RBMs accepts the input data 
via its visible nodes and transfers the received input in a 
modeled fashion to the next layer which is the hidden layer 
within the first stack of RBMs to complete the first round of 
the RBMs stack process. Subsequently, all the hidden layers 
of the remaining stacks of RBMs become visible to each other 
in order to enable the passing of the modeled input from one 
layer to another until it gets to the final layer, which is the 
class label unit with one output unit for classification. To get 
to the last layer, the DBNs are discriminately fine-tuned by 
employing a back-propagation algorithm through which the 
probability of the class labels is computed. 
 
Mathematically, as previously explained, the rule for 
upgrading the weights of the layer that is visible to layer that 
is hidden is given by 
 
∆wij = ɛ (<vihj>data - <vihj>model)                                   (1) 
    
In view of the fact that there are no hidden layer-to-hidden 
layer connections, it is not difficult to compute <vihj>data.  
 
Nonetheless, computing <vihj>model is not computationally 
cheap. Contrastive divergence method is employed to make 
the computation more rapidly fast and easy in such a way that 
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<vihj>recon had to substitute for the <vihj>model.   Then, the 
upgrade rule becomes 
 
∆wij = ɛ (<vihj>data - <vihj>recon)                                   (2) 
 
To compute <vihj>recon training vector is employed for the 
initialization of the units that are visible. Afterward, using 
equation (3), the hidden units are calculated. Afterward, 
using equation (4), the visible units vi are recalculated, and 
thereafter renamed as recon as in equation (2). Lastly, using 
the reconstructed visible states, the states of the hidden units 
are computed. 
 
P(hj = 1|v) = σ (Σviwij + aj)                                       (3) 
 
Where  is the sigmoid function (x) = (1 + exp (-x))-1. For a 
given hidden vector h, an unbiased state of visible data unit i 
is obtained by 
 
P(hj = 1|v) = σ (bi + Σ hj wij)                                    (4) 
 
Table 1: Algorithm of the Deep Belief Networks Classifier 
Initializing gn to be equal to 1000 
Initializing  ɛ to be equal to 0.1 
Reading input range of [0,1] into [NI] and [NF] 
Scaling input range of [0,1] into [NI] and [NF] 
Selecting the features that are discriminating 
Initializing n to be equal to 4  
Initializing the number of units that are hidden for each RBM 
Initializing W randomly 
Naming W 
Clustering the output 
Assigning a class label 
Running objects in the testing dataset  
According to the cluster range, the object’s class is defined by 
the output of the DBNs layer. 
gn = Number of Gibbs methods 
ɛ = Epsilon value 
NI = Number of inputs 
NF = Number of features 
W = Weights of DBNs 
N= Number of RBMs 

4 RESULTS AND DISCUSSION 
Application of DBNs has been carried out on 4 classes of 1000 
cow objects for classification purposes. 70% of the available 
dataset was employed for training, 10% for validation and 
20% for testing. The DBNs output was divided into four 
distinct clusters, each having two classes with the following 
intervals: first cluster [0, 0.246], second cluster [0.246, 0.87], 
third cluster [0.87, 1], fourth cluster [1, 1.02]. Table 1 is the 
algorithm of the deep belief network classifier that shows the 
steps involved in the network execution of the classification 
task. Table 2 is the experimental results of the test carried out 
on the trained DBNs having the architecture of 500 nodes for 
each layer of the hidden layers. 20% of the available dataset 

was employed for the testing and the range that each object’s 
output lies in was found. Based on the resulted range, each 
object class was determined and the result compared with 
associated class label. The classification result of testing 
using 20% of the dataset yielded 92.3%.  
 
Table 2: Experimental Results 
 

 
 

5    CONCLUSION 
For a better clustering result, it is normal to join clustering 
algorithms and deep learning together. Moreover, 
considering the fact that deep clustering is usually employed 
in a lot of realistic applications due to its feature extraction 
ability, in this study, we have elucidated on how clustering of 
data and classification of data could be achieved by 
unsupervised learning of DBNs. Test carried out on cow 
dataset as a continuous dataset supported this approach, 
although with continuous dataset posing a challenge which 
was overcome using scale interval of 0 and 1. As it is widely 
known that reliable results have be produced in 
dimensionality reduction using undirected deep architecture, 
it shows that dimensionality reduction could be achieved with 
unsupervised learning of DBNs. Also, the taxonomy of deep 
clustering presented in this study comprehensively describes 
the importance and unimportance of deep clustering 
algorithms.  
 
Although getting the networks and clustering models 
optimized together drastically improve the performance of the 
cluster, there is little theoretical evidence explicating the 
practicality. More exploitation of the theoretical aspect of 
deep clustering will anchor future work in this field. 
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