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ABSTRACT 
 
Classification is an important tool in today’s 
world, where data is used to make all kinds of 
decisions in the government, economic, and 
medicine sectors. Classification is a tool that 
helps to make sense of the data and find patterns. 
The increasing size of data has led to more 
automated approaches as data sets have grown in 
size and complexity. Fuzzy system is seen as a 
good approach that can deal with this issue. The 
fuzzy system works based on implementing fuzzy 
logic and approximate reasoning. Fuzzy system 
works well on non-complex issues, but when 
applied to complex issues such as engineering or 
medical problems, the construction of the fuzzy 
system becomes complicated. Due to this, a 
method is needed where an automatic process to 
identify the fuzzy parameters is accomplished. 
There are various algorithms that can be applied 
to automate the fuzzy modeling. The goal of this 
study is to review the algorithms that can be 
applied to automate fuzzy modeling. Based on the 
literature, Genetic Algorithm, Differential 
Evolution Algorithm, Particle Swarm 
Optimization, Ant Colony Optimization, 
Simulated Annealing, Gravitational Search 
Algorithm, Imperialist Competitive Algorithm 
and Teaching-Learning Based Optimization 
Algorithm were widely used and applied in fuzzy 
modeling. A comparative analysis between these 
algorithms was done to find the strengths and 
drawbacks of whether these algorithms are 
suitable to apply in this study. This study focused 
on the algorithm that is suitable to apply in 
automated fuzzy modeling and the chosen 
algorithm will be implemented in a future work. 
 
Key words: Classification, Fuzzy Modeling, 
Meta-Heuristic Algorithm 
 

1. INTRODUCTION 
 

Recently, classification has gained attention from 
many researchers and become an important 
research area. Classification is the systematic 
arrangement of related categories used to group 
data according to its criteria. The aim of 
classification is to analyze data and automatically 
generate a model to predict future behavior. 
Generally, most of the classification problems 
contain important information that represents the 
pattern of the class categories [1]. An early 
method to analyze data is by manually extracting 
patterns by humans. However, the increasing size 
of data has led to more automated approaches as 
data sets have grown in size and complexity. This 
has been aided by other discoveries in computer 
science such as Artificial Neural Networks 
(ANNs), Support Vector Machines (SVMs) and 
Fuzzy System [1]. In many classification areas, 
there are several factors that need to consider 
ensuring the optimum solution can be achieved. 
ANNs are still frustrating tools in classification 
areas. They exhibit excellent modeling 
performance, but do not give a clue about the 
structure of the models [2]. Meanwhile, SVMs do 
not deliver a parametric score function and the 
results produced are normally difficult to 
understand [3]. In consequence, the fuzzy system 
is seen as a good system that deals with 
inaccurate and incomplete issues and highlights 
the major problems of imprecise, uncertain and 
unreliable [4]. 
 
The fuzzy system works based on implementing 
fuzzy logic and approximate reasoning and also 
incorporating expert knowledge in the inference 
system in order to obtain the desired output from 
the system input values. Fuzzy parameters are 
needed while developing the fuzzy system to 
obtain the desired behavior. This process is called 
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fuzzy modeling. The fuzzy system works well on 
the non-complex issues, but when applied to 
complex issues such as engineering or medical 
problems, the construction of the fuzzy system 
becomes complicated [5]. This may happen 
because of the identification of many fuzzy 
parameters. Due to the issue, a method is needed 
to identify the fuzzy parameters where an 
automatic process of identifying the fuzzy 
parameters is accomplished. 
 
There are many techniques that can be applied to 
automate the fuzzy modeling. Current trend 
shows that using meta-heuristic algorithms is 
popular and suitable to be used. There are many 
meta-heuristic algorithms that can be used, and 
we can categorize them into four main groups, 
based on their operator and the way they operate 
which are Evolutionary Algorithm (EA), Swarm 
Intelligence Algorithm (SIA), Physics Based 
Algorithm (PBA) and Social Behavior-Based 
Algorithm (SBBA). The next section discusses 
these groups and examples of algorithms with 
their current works. 

 
2. EVOLUTIONARY ALGORITHM 

 
The EA is inspired by biological evolution in 
nature and the strategies organisms used to 
interact with each other. Mechanisms used in EA 
are inspired by biological evolution such as 
reproduction and recombination. Reproduction 
attempts to combine elements of existing 
solutions in order to create a new solution with 
some of the features of each parent. 
Recombination performs the process by 
exchanging genetic information between 
individuals to produce offspring. The EA starts 
with the reproduction process by randomly 
generating the candidate solution. Then, each 
candidate solution will be evaluated based on its 
fitness value. After that, the recombination 
process takes place using a specific operator 
(based on the algorithm) to produce its offspring. 
The recombination process continues until 
termination condition is reached or the maximum 
number of generations is attained. There are lot of 
EA algorithms including Genetic Algorithm (GA) 
[6], Evolutionary Programming [7], Evolutionary 
Strategy [8], Differential Evolution Algorithm 
(DE) [9], and Genetic Programming [10]. Among 
these algorithms, GA and DE are popular choices 
due to their efficiency and robustness [11]–[13] 

 
2.1. Genetic Algorithm 
 
The GA is a search heuristic which mimics the 
natural selection process and introduced by John 
Holland in 1975 [6]. The operation of GA starts 
with randomly generating a candidate solution. 
Then, all of the candidate solutions will be 
evaluated before going into the recombination 
process. In the recombination process, crossover 

and mutation will be applied on the candidate 
solution to produce the next generation of the 
solution. The recombination process ends when 
the termination condition is reached, or the 
maximum number of generations is attained. 
Figure 1 shows the GA in a pseudocode format. 
 
There are many researchers using GA with fuzzy 
system in their works. In a work proposed by 
[14], the authors improved GA and used it in 
tuning the fuzzy rules and membership function 
of the fuzzy system. The authors divide the 
chromosome that represent the fuzzy rules and 
membership function into multiple sub-
chromosomes. They tested their methods on 
several benchmark datasets and their results 
performed better compared to existing studies. 
Another work that implemented the GA into 
fuzzy system was carried out in [15] where the 
authors proposed fuzzy genetic algorithm that 
integrated the GA into the fuzzy system. The use 
of the GA was to adjust the fuzzy parameters in 
order to improve the performance of the fuzzy 
system and make the it robust. Another work that 
implemented GA into the fuzzy system was 
performed in [16]. In the work, the authors 
modeled the rear-end collation control using the 
fuzzy logic system to control the movement of a 
car. Then, the authors implemented GA in the 
system by refining the fuzzy rules to reduce the 
complexity of the model and maintain the 
accuracy. The method has been proven by the 
simulation and the outcome showed that the 
implementation of GA in the fuzzy system was 
able to reduce the rear-end collision and increase 
the efficiency of the system Tables and Figures 
are presented center, as shown in Table 1 and 
Figure 1 and cited in the manuscript before 
appeared.  
 

Begin 
Generate randomly an initial population 
of solutions.  
Calculate the fitness of the initial 
population.  
Repeat 

Select a pair of parents based on 
fitness.  

Create two offspring using crossover.  
Apply mutation to each child.  
Evaluate the mutated offspring.  
All the offspring will be the new 
population, the parents will die.  

Until a stop condition is satisfied. 
 End. 

Figure 1: The pseudocode of GA 
 

2.2. Differential Evolution Algorithm 
 
The DE was proposed in 1997 by Stron and Price 
[9]. Similar with GA, DE is a population-based 
algorithm that works by reproduction and 
recombination processes. Unlike GA, DE relies 
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on mutation operator to produce the offspring and 
to control the exploration. Meanwhile, the 
crossover is used to control exploitation. 
Originally, DE uses the real-coded representation, 
compared to GA that uses binary representation to 
present the solution. Figure 2 shows the DE in 
pseudocode format. 
 
A work that used the DE in fuzzy system was 
carried out by Dagon and Akgungor [17]. In the 
study, they used DE to tune the membership 
function of fuzzy system for controlling traffic 
light signals. In their work, the fuzzy system 
contained two levels. The first level will search 
the minimum and maximum value of fuzzy set, to 
generate the delay between colors. Meanwhile, 
the second level was used in reshaping the 
membership function and optimizing it using the 
DE. The proposed method was tested with nine 
traffic scenarios, and the result concluded that the 
proposed method had significant potential in 
optimizing the membership function for traffic 
light signal control. Another work that 
demonstrated the use of the DE in fuzzy system 
was done by Pishkenari et. al. in [18]. In their 
work, they used the ability of the DE in 
optimizing the design of fuzzy controller in 
tracking the mobile robot trajectory. They used 
the DE in tuning the membership function in their 
method. Their method performed well, and the 
experimental result showed that the proposed 
method that used the DE was more acceptable 
than the other meta-heuristic algorithms like the 
GA. The implementation of fuzzy system with the 
DE has also been performed in the biological data 
mining by [19]. In the study, the fuzzy system 
was used in predicting lung cancer while DE was 
utilized in feature selection by eliminating 
unnecessary attributes in fuzzy rules based on the 
lung cancer data. The proposed method was 
compared with the fuzzy classification rule where 
the rule was taken from the experts. The result 
showed that the proposed method performed 
much better and was able to optimize the rules 
that contained less input of the data. 
 

Begin 
Generate randomly an initial population of 
solutions.  
Calculate the fitness of the initial population.  
Repeat  
For each parent, select three solutions at 
random.  

Create one offspring using the DE 
operators.  
Do this a number of times equal to the 
population size.  
For each member of the next generation  

If offspring(x) is more fit than 
parent(x)  

Parent(x) is replaced. 
Until a stop condition is satisfied.  

End. 
Figure 2: The pseudocode of DE 

3. SWARM INTELLIGANCE 
 

The works of SI started in the beginning of 1990s 
where Beni and Wang used the term in their 
cellular robotic system. Since then, SI has 
evolved to be used in a group of agents that work 
independently to achieve a specific goal [20], 
[21]. To achieve the goal, all agents interact and 
exchange information with each other through 
several activities which are inspired from nature 
including chemical message-carrier (pheromone 
by ants), dance (waggle dance by bees) and self-
organized patterns in the foraging process. The 
process of SI starts with generation of candidate 
solution by locating all candidate solutions 
located randomly in a search space. Then, the best 
of the candidate solution will be selected based on 
its fitness in order to improve the quality of 
another candidate solution. The improvement 
process is normally inspired by the nature. This 
process will continue until the termination 
condition is reached or the maximum number of 
iterations is attained. There are a lot of SI 
methods proposed such as Particle Swarm 
Optimization (PSO) [22], Ant Colony 
Optimization (ACO) [23], Artificial Bee Colony 
Optimization (ABC) [24] and Bacterial Foraging 
Optimization [25]. This work only reviewed two 
algorithms which are PSO and ACO. This is due 
to the fact that these two algorithms are the 
pioneer to the SI method, popular and widely 
used [26], [27]. 
 
3.1.  Particle Swarm Optimization 
 
PSO is inspired by the social behavior of bird 
flocking or fish schooling. PSO was introduced in 
1995 by Kennedy and Eberhart [22]. The concept 
of PSO is inspired by the movement of particle 
where it is based on the best position located. 
During the iteration process, when the new 
improved position is found, the current best 
position will be replaced. Figure 3 shows the PSO 
in a pseudocode format. 
 
An example of work that used PSO in the fuzzy 
system is [28], where the author used the 
combination on fuzzy with PSO to optimize the 
marine diesel engine rotation speed control. 
Firstly, the fuzzy control theory was used to 
design the controller by representing the theory in 
the fuzzy sets. Then, PSO was utilized to optimize 
the fuzzy set by fine-tuning the membership 
function. Then, simulation was performed to test 
the proposed method and the finding showed that 
the proposed method performed well when 
compared to the fuzzy controller without PSO. 
Another work that implemented PSO in fuzzy 
system was done in [29]. In that work, the authors 
proposed an improved PSO in optimizing the 
fuzzy parameters by extracting the optimal rule 
and fine-tune the membership function in the 
fuzzy system for developing a classifier model. In 
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the proposed method, a crossover and non-
uniform mutation from the GA is implemented 
into the PSO to update the position of the particle 
and standardize the velocity. The proposed 
method was tested in ten benchmark datasets and 
the results showed that the proposed method 
performed better compared to other works 
reported in the literature. Ponce et. al. [30] have 
implemented PSO with the fuzzy system in 
brushless direct current motor (BLDCM). In their 
work, the BLDCM needed to be optimized to 
operate in high frequency, high temperature, large 
voltage, and quick changes of current. They used 
the fuzzy system to model the DC motor 
operation and the PSO was utilized to tune the 
model of DC motor in order to achieve the 
optimum BLDCM system. The simulation was 
performed to test the proposed method and the 
result showed that the proposed method was 
acceptable in optimizing the BLDCM system. 
 
Initalize particles population  
do  

for each particle p with position xp do 
calculate fitness value f(xp)  

if  f(xp) is better than pbestp then  
pbestp ← xp  

endif  
endfor 
Define gbestp as the best position found so far 
by any of p’s neighbors 
for each particle p do  

vp ← compute_velocity(xp, pbestp, gbestp)   
xp ← update_ position(xp, vp)  

endfor 
while (Max iteration is not reached or a stop 
criterion is not satisfied) 

Figure 3: The pseudocode of PSO 
 
3.2.  Ant Colony Optimization 
 
Ant Colony Optimization (ACO) was introduced 
by Marco Dorigo in his colleagues in the early 
1990s [23]. The search activities mimic the 
behavior of ant colonies that can jointly figure out 
the shortest route between their food and their 
nest without any visual information.  Pheromones 
act as the communication medium and used by 
ants to interact with each other. Using this 
concept, Marco Dorigo and his colleagues 
developed ACO where ants can find the shortest 
path between nest and food source and applied 
this on optimization problem in finding the best 
solution [31]. Figure 4 shows the ACO in a 
pseudocode format. 
 
A work that used ACO in the fuzzy system has 
been demonstrated by Juang and Chang in [32]. 
In their work, they proposed an improved method 
of the ACO named continuous ACO (RCACO) to 
design and generate the rules in the fuzzy system. 
Firstly, the RCACO will decide the number of 
rules, generate the antecedent parts and 

consequent part before optimizing the rules. In the 
proposed method, the antecedent parts and 
consequent part were represented by the path of 
ants while the pheromone level decides a new 
path-selection. The proposed method was 
compared with other meta-heuristic methods and 
the result showed that the RCACO performed 
better. Another example that used ACO in the 
fuzzy system has been proposed in [33]. The 
author proposed an improved ACO named 
adaptive ant colony algorithm (AACA) that 
hybridizes with fuzzy logic controller in 
controlling an inverted pendulum. In the proposed 
method, the fuzzy rules were used to model the 
inverted pendulum system by the input of fuzzy 
rules representing the four state variables in the 
pendulum system. Then, the AACA was utilized 
in tuning the fuzzy rules by automatically 
adjusting the strategy in selecting the ant paths of 
AACA. The simulation was performed and the 
AACA was very effective in controlling the 
inverted pendulum system. Kondratenko in his 
work [34] proposed the modified ACO in 
optimizing the fuzzy rules of the Mamdani-type 
fuzzy systems for automatic control system of the 
reactor temperature system. The proposed method 
was able to generate the rules based on several 
conditions which were; not enough initial 
information, different level of expert knowledge, 
complex rules such as large number of rules and 
uncertain expert knowledge. Several computer 
simulations were performed, and the result 
showed that the proposed method was very 
effective in controlling the reactor temperature 
system. 
 
Begin 

Set parameters 
Initialize the pheromone trails scheduled 

activities 
Construction of solutions by ants  
Server of actions (Optional)  
Updating pheromone  

End-Scheduled activities  
Figure 4: The pseudocode of ACO 

4. PHYSICS BASED ALGORITHM 
 

The theory of quantum computing system 
proposed by Richard Feynman in 1982 has 
opened a new door to the physics-inspired meta-
heuristic algorithm. The PBA is a category of 
algorithm that is motivated from physics laws. 
There is no standard flow or process of the PBA 
like in EA and SI that involves recombination, 
reproduction, and iteration. This is because most 
of the algorithms in the PBA work based on 
physics laws such as theorem of gravity, 
movement of universe, quantum theory, 
electromagnetism law and river system. There are 
a lot of PBAs such as Simulated Annealing (SA) 
[35], Gravitational Search Algorithm (GSA) [36], 
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Big Bang-Big Crunch Algorithm [37] and 
Electromagnetism-like Algorithm (EMA) [38]. 
This study chose SA and GSA. The reasons 
behind choosing these algorithms are because 
they are widely used, and these algorithms were 
the earliest of algorithms to be discovered. 
 
Provide a statement that what is expected, as 
stated in the "Introduction" chapter can ultimately 
result in "Results and Discussion" chapter, so 
there is compatibility. Moreover, it can also be 
added the prospect of the development of research 
results and application prospects of further studies 
into the next (based on result and discussion). 
 
4.1.  Simulated Annealing Algorithm 
 
The SA method was found in [35] where they 
applied it in statistical mechanics to simulate 
cooling in a heat bath. Kirkpatrick et al. proposed 
the use of SA in optimization problem [39]. The 
SA was inspired by the annealing technique, 
where it involves the process of heating a material 
and then slowly lowering the temperature to 
strengthen its volume and decrease its defects. 
The SA is not a population-based algorithm; thus, 
it starts with a random initial solution and initial 
temperature in a search space and becomes the 
current solution. In each iteration, a new solution 
is randomly selected in a neighborhood, then the 
difference between the new solution with the 
current solution is measured. If the new solution 
is better, it will replace the current solution. 
Figure 5 shows the SA in a pseudocode format.  
 

Input: ProblemSize, iterationsmax, tempmax 
Output: Sbest 
1: Scurrent ←  
CreateInitialSolution(ProblemSize) 
2: Sbest ←  Scurrent 
3: For ( i to iterationsmax) do 
4: Si ← CreateNeighborSolution(Scurrent) 
5: tempcurr ← CalculateTemperature(i , 
tempmax ) 
6:    If (Cost(Si)≤ Cost(Sbest)) 
7:    Scurrent ← Si 
8:        If (Cost(Si)← Cost(Sbest)) 
9:              Sbest ← Si 
10:       End 
11:    ElseIf (Exp   > 
Rand()) 
12:      Scurrent ←  Si     
13:    End 
14: End 
15: Return () 

Figure 5: The pseudocode of SA 
 
4.2. Gravitational Search Algorithm 
 
In 2009, Rashedi et al. [36] introduced GSA 
based on the law of gravity and the law of mass 
interactions. The GSA used the concept of every 

particle in the universe that is attracted to each 
other by their force, where the force is based on 
particle mass, and the distance between every 
particle is contrary to the square of the particle 
mass. In GSA, the candidate solution is presented 
by an agent, where all agents are considered as 
objects (particle) in the universe. The position of 
the object represents the solution of the problem. 
The fitness value of the object is measured by its 
masses. The GSA works when all the objects are 
attracted to each other by a gravity force and 
causes all of them to move toward the objects that 
have heavier masses (the best solution). Figure 6 
shows the GSA in a pseudocode format.  
 
In a work proposed by Bardamova et. al. [40], 
they used GSA to design a fuzzy rule-based 
classifier. Their proposed method consists of 
three phases which are feature selection where 
they used the basis of the binary GSA in feature 
selection and followed by the construction of 
fuzzy rule-based classification phase using 
extreme feature values before applying 
continuous GSA in optimum parameter 
identification of fuzzy rule-based parameters. 
Another work that used GSA in fuzzy modeling 
was proposed in [41]. They used the fuzzy system 
method in dealing with a nonlinear system of a 
control ball and beam system. In their work, they 
utilized GSA to tune the controller parameters, 
thus improving the performance of fuzzy system 
in controlling the ball and beam system. Bala and 
Malhotra [42] in their work presented a 
classification system for breast tumor detection 
using fuzzy system and GSA. In their method, 
fuzzy system was used in the classification 
process and GSA was improved and known as 
comprehensive learning GSA (CLGAS) where 
the CLGAS worked to find the optimal solution. 
 

1: Search space identification, t = 0 
2: Randomized initialization Xi( t ) for i = 1,2,…, 
N 
3: While stopping criteria is not satisfied Do 
4:            Evaluate the fitness for each agent 
5:            Update G( t ), best( t ), worst( t ) and 
Mi(t) for i = 1,2, …, N 
6:            Calculate of acceleration and velocity 
7:            Updating agents position to yield Xi (t 
+ 1) for i = 1,2,…,N,  t = t + 1 
8:  Endwhile 
9: Output: Best solution found.  

Figure 6: The pseudocode of GSA 
5. SOCIAL BEHAVIOR-BASED 

ALGORITHM 
 
SBBA can be considered as the latest category of 
meta-heuristic algorithm. It was inspired based on 
social human behavior. Similar to PBA, there is 
no specific flow or process of the SBBA because 
every algorithm in SBBA has its own process in 
controlling the search process. There are lots of 



  Nur Azieta Mohamad Aseri et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 387 - 400 

392 
 

SBBA that have been proposed such as 
Imperialist Competitive Algorithm (ICA) [43], 
League Championship Algorithm (LCA) [44], 
Teaching-Learning Based Optimization 
Algorithm (TLBO) [45], and Socio Evolution and 
Learning Optimization Algorithm (SELO) [46]. 
This study focuses on ICA and TLBO because 
those algorithms can be considered as the earliest 
and are widely used in the fuzzy system. 
 
5.1. Imperialist Competitive Algorithm 
 
The ICA is an algorithm that is inspired by human 
social evolution, namely sociopolitical imperialist 
competition that is proposed by Atashpaz-Gargari 
and Lucas [43]. The ICA begins with a set of 
candidate solution generated randomly where the 
candidate solution is known as a country. Then, 
the selection process starts based on the cost 
function of each country to become the 
imperialists to control the other countries, where 
the unselected countries are known as colonies. 
The cost function (fitness) will determine the 
power of each country. Then, the imperialist will 
take control of the other colonies to form the 
initial empires.  Two operators of the ICA will be 
applied in the evolution process, which are 
assimilation and revolution. The assimilation 
process is a moving process of the colonies close 
to the imperialist. Meanwhile, the revolution 
process is about making random changes of 
position on colonies. With these operators, a 
colony can obtain a better position, able to take 
control of the entire empire and replace the 
current imperialist with a newfound solution. 
Figure 7 shows the ICA in a pseudocode format. 
 
A work that implemented ICA in a fuzzy system 
has been carried out by Nouri et al. [47]. In their 
work, a hybrid approach has been proposed 
known as HYEI, in discovering the rule-based 
system in the fuzzy system. Their approach 
consists of three stages: the first stage features 
selection using embedded ICA feature selection, 
then phase two is generating fuzzy rules for 
classification and the final stage uses ICA to 
optimize the rule by reducing the length and 
number or rules. A study performed by Bagheri 
and Marj [48] used ICA for optimization of the 
fuzzy parameter, which is membership function. 
They utilized the ability of the ICA in tuning 
membership function of fuzzy system for 
controlling a robotic arm. The implementation of 
ICA in their work produced good results where 
the fuzzy system was able to control the arm 
better and smoother.  Another work that used ICA 
in optimization of fuzzy system was done in [49]. 
The authors used ICA in designing a fuzzy 
controller for enhancing the transient and the 
behavior of a vehicle system. ICA was 
implemented to tune the fixed rule in the system 
based on the membership function of the input 
and output of the variables. The result of this 

study indicated that ICA performed better than 
the expert controller in the optimization process. 
 
1: Generate an initial population randomly and 
calculate their objective function.  
2: Select imperialist states and initialize empires.  
3: Move the colonies toward their relevant 
imperialist.  
4: If there is a colony with lower cost than its 
related imperialist, exchange their position. 5: 
Calculate the total cost of an empire based on the 
power of imperialist and its colonies.  6: Pick the 
weakest colony from the weakest empire and 
give it to the empire that has the most likelihood 
to possess it (Imperialistic competition).  
7: If there is an empire without colony removes 
it.  
8: If there is one empire left, stop algorithm, if 
not go to step3.   

Figure 7: The pseudocode of ICA 
 
5.2. Teaching-Learning Based Optimization 
Algorithm 
 
The TLBO was proposed by Rao and Savsani in 
2012 [45]. TLBO was inspired from the teaching-
learning process based on the effect of influence 
of a teacher on the output of learner in a class 
(Rao, 2016). There are two basic modes of 
learning which are teacher phase and learner 
phase. Teacher phase means the learning process 
is through teacher and learner phase means the 
learning process is through interaction with other 
learners. In TLBO, a group of learners is 
considered as a population and different subjects 
offered to the learners are considered as different 
design variables of the optimization problem. A 
learner’s result is analogous to the fitness value of 
the optimization problem. The best solution in the 
entire population is considered as the teacher. 
Figure 8 shows the TLBO in a pseudocode 
format. 
 
A work that used TLBO in a fuzzy system has 
been presented in [50]. In their work, they 
presented a fuzzy system-TLBO based in 
stabilizing a two-link planar horizontal under-
actuated manipulator. The fuzzy system has been 
used to control the system while the TLBO was 
utilized for searching the optimum of fuzzy 
parameters in controlling the system. Their 
method has performed well in stabilizing the 
system and showed effectiveness and robustness 
in different conditions. Another work that utilized  
TLBO in a fuzzy system has been carried out in 
[51]. The authors presented an improved fuzzy 
system which was the adaptive fuzzy logic 
controller (AFLC) with TLBO in controlling the 
frequency of autonomous AC microgrid. In their 
method, AFLC was used to control the frequency 
with input and output of membership function. 
Then, TLBO improved the performance of AFLC 
by tuning the membership function because the 
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autonomous AC microgrid highly depends on the 
frequency of autonomous. Sahu et al. [52] used 
fuzzy proportional–integral–derivative (PID) 
controller in their work to control the automatic 
generation control (AGC) in a thermal system. 
They used the ability of TLBO in tuning the 
parameter in a fuzzy-PID controller. They 
compared their work with another existing meta-
heuristic algorithm such as GA, PSO and SA, and 
their proposed method performed better.  
Begin 

Best = pop [1] {optimal} 
Index = 1 
for ( i = 2 to pop_size) 
if Fitness (pop [i] is better than Fitness (pop 
[i]) ) 
Best = pop [i] 
Index = i 
endif 
end for 
Best_Solution = pop [Index] 

End 
Figure 8: The pseudocode of TLBO 

 
6. COMPARATIVE ANALYSIS OF THE 

META-HEURISTIC ALGORITHMS 
 
In selecting the suitable meta-heuristic algorithms 
for fuzzy modeling, there are many factors that 
need to take into account. Usually, many factors 
will contribute to the performance and ability of 
the algorithm such as the representation of the 
fuzzy parameters; the interpretability of the fuzzy 
model produced by the algorithm; the parameters 
of algorithm such as number of population, and 
the specific parameters according to the algorithm 
itself; the process involves in the algorithm; the 
processing speed of the algorithm; and the 
easiness of the implementation of the algorithm. 
Table 1 lists out a comparative analysis of the 
meta-heuristic algorithms reported in the 
literature. 
 

 
 

Table 1: Comparative analysis of meta-heuristic methods 
Algorithm Advantages Disadvantages 

Genetic 
Algorithm 

 Efficient and simple programmability. This is 
because chromosomes can be represented 
as bit strings. This makes the 
representation easy and the process to 
represent the solution is fast [53]. 

 Can work in parallel/multiple solution which 
acts as independent agents and each agent 
can explore the search space 
simultaneously [54]. 

 The GA is efficient when the search space is 
large and complex. In addition, the GA 
performs well when the knowledge in 
domain/expert knowledge is scarce and 
incomplete [55]. 

 Operating on dynamic data sets is 
difficult [56], [57]. 

 Involves many parameters, therefore 
choosing the value of parameters will 
affect the performance[53], [54]. 

 Performs poorly in finding the global 
optimum, always stuck in local 
optimum and premature convergence 
because mutation and crossover are 
performed randomly [58], [59].  

Differential 
Evolution 
Algorithm 

 The performance of the DE is more robust 
compared to GA  [60]. 

 DE is fast in finding the solution and requires 
less computation time if compared to other 
algorithms in the EA category[58], [61]. 

 Like GA, DE is easy to be used to represent 
the solution [62]. 
 

 The exploration and exploitation are not 
well balanced, hence sometimes the DE 
can be trapped in the local optima and 
affect the convergence precision and 
convergence speed [63]. 

 Noise of the data can affect the 
performance of DE due to its greedy 
nature [64]. 

 The performance depends on the 
parameter setting, thus it is very 
difficult to set the parameter value and 
knowledge is needed to apply the DE 
for practical applications [65], [66].  

Particle 
Swarm 
Optimization 
Algorithm 

 The performance of the PSO is fast and easy 
to be used because it adopts the real 
number code, and it is decided directly by 
the solution [27], [67]–[69]. 

 The PSO is less dependent on a set of initial 
points[70]–[72].  

 The PSO only has a few parameters and it is 
simple to implement [59], [73]  

 Easy to be trapped in local optimum 
especially with complex problems such 
as in the case of multi-dimensional and 
multimodal problems [74], [75].  

 The PSO does not perform well in the 
problem of scattering and non-
coordinate system [27], [76], [77].  

 The performance of the PSO is very 
dependent on one of its parameters, 
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which is the velocity. It will affect the 
performance if the value of the velocity 
is not set properly [78]. 

Ant Colony 
Optimization 
Algorithm 

 The ACO has guaranteed convergence which 
means it is able to find the optimum 
solution [59], [68].  

 The solution in the search space is less 
redundant because the ACO uses graph in 
its operation and guarantees the optimal 
solution can be found [79].  

 The ACO is flexible where it can adapt the 
change to the problem while the ACO is 
being processed [68]. 

 The ACO is hard to be applied and its 
theoretical analysis is difficult to be 
understood [27], [68]. 

 The selection value of pheromone 
parameter in the formula is too 
empirical and needs knowledge, 
experience and theoretical argument to 
maintain the efficiency of convergence 
[80]. 

 The processing of the ACO is slow and 
takes a longer time to find the optimum 
solution [68].  

Simulated 
Annealing 
Algorithm 

 Calculation process is simple, easy to 
realize, general, robust, suitable for 
parallel processing, and can be used to 
solve complex nonlinear optimization 
problem [81].  

 SA provides a clear and simple approach 
to find near optimal solutions of di cult 
combinatorial optimizations where there 
are many local minima [82].  

 The SA is very stable and balances 
between local and global search [83]. 

 The process of the SA is very slow and 
has a problem in convergence speed 
[81], [84], [85]. 

 The search process may terminate in the 
local minima and the SA is unable to 
explore the global space because it is 
based on single solutions [68].   

 The SA does not work well on multi-
objective optimization [83]. 

Gravitational 
Search 
Algorithm 

 GSA is adaptive in its learning rate and 
memory-less algorithm [86]–[89] 

 The exploration process of the GSA is 
very good, thus it performs better in 
global searches [90], [91]. 

 The concept of the GSA is easy to 
understand and this algorithm is simple to 
use [88]. 
 

 Slow convergence and the tendency to 
become trapped in local minima [92]. 

 The GSA does not have the mechanism 
of local search, therefore the ability of 
local search is weak and convergence 
speed is not good [93]. 

 The search process of the GSA is very 
slow; thus, it will affect the exploitation 
ability and convergence rate [90], [94].   

Imperialist 
Competitive 
Algorithm 

 The ease of performing neighborhood 
movement and the ICA does not depend 
too much on initial point of solutions [95], 
[96]. 

 The ICA is simple and easy to use; 
therefore, it is time saving [97].  

 The ICA has good performance of finding 
optimum solution and has a good 
convergence speed [98]–[100]. 

 The ICA has an ability in solving the 
optimization problems that have many 
local minima [101]. 

 ICA is a competition among empires. If 
the quality improvement approach for 
empires is not strong enough, 
competition occurs too often and weak 
empires get eliminated quickly [96]. 

 Population diversity quickly degrades 
and consequently the algorithm is 
trapped in local optima due to loss of 
diversity. These negative points may 
cause premature convergence to a local 
optimum in the ICA [96]. 

 The ICA is easy to stuck in the local 
optima, thus affecting its performance 
[102].  

Teaching-
Learning 
Based 
Optimization 
Algorithm 

 The TLBO is free-parameter - not 
requiring any parameter of the algorithm 
for its operation with the exception of the 
population size and maximum number of 
iterations [57], [103], [104] 

 The TLBO is excellent in global search 
compared to other meta-heuristic 
algorithms [103], [105]. 

 The implementation of the TLBO is easy and 
simple because it is parameter-free [57], 
[106]. 

 The TLBO involves a lot of iterations 
(in the learning phase and teacher 
phase), so it is a time-consuming 
method [107]. 

 The TLBO consumes lot of computer 
memory space thus makes it time-
consuming [108]. 

 The TLBO is easy to be trapped in the 
local optimum due to having no control 
parameter in measuring the distance of 
the best student and the teacher, and the 
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mean of class [109]. 
 The TLBO has premature convergence 

and poor exploiting ability, especially in 
the problems involving multimodal 
function [106].  

 
7. CONCLUSION 
 
This paper focused on finding the patterns of 
fuzzy systems with meta-heuristic algorithms for 
classification problems. The fuzzy system is seen 
as a good choice to deal with this problem. Fuzzy 
system works by implementing the fuzzy logic 
and approximate reasoning. In developing the 
fuzzy system, fuzzy parameters are needed to 
identify in order to obtain the desired behavior of 
the system. This process is known as fuzzy 
modeling. Fuzzy works well in simple problems. 
However, when applied on complex problems, the 
construction of fuzzy becomes complicated. This 
might be due to the identification of parameters. 
Due to that, a method is needed for identifying the 
fuzzy parameters with an automatic process. This 
paper presented an overview of algorithms to 
automate fuzzy modeling by identifying the fuzzy 
parameters. In the presented paper, eight 
algorithms that are widely used in fuzzy modeling 
for classification methods have been presented 
and discussed in detail, where the discussion 
covered the pseudo-code, strengths and 
weaknesses. The algorithms chosen are GA, DE, 
PSO, ACO, SA, GSA, ICA and TLBO. Based on 
the discussion of these algorithms, it is hard to 
determine which method is the best one because 
each has its own advantages and disadvantages. 
The selection of method depends on the problem 
and features selected because there is no single 
method that works best on every problem 
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