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ABSTRACT 
 
Recursive Least Squares (RLS) are adaptive filters that search 
for the coefficient weights that are set to minimize the 
weighted linear least square cost function of the signal that is 
inputted. In the RLS derivation, the input signals are known to 
be deterministic. This method provides fast convergence but 
its drawback is the high cost of computational complexity. On 
the other hand, the Least Means Square algorithm is used to 
mimic the desired filter by searching for its filter coefficients 
which relate to producing the least means square of the error 
signal. This method uses a stochastic gradient descent method 
in the filter. This research will develop a Recursive Least 
Square and Least Means Square Equalizers Optimization 
Algorithms in Rayleigh Fading. Testing of the system will be 
done by using the Matlab Simulink. 
 
Key words : Recursive Least Square, Least Means Square, 
Rayleigh Fading, System Optimization.  
 
1. INTRODUCTION 
 
The Least Means Square (LMS) Filter is kind of an Adaptive 
filter which uses a feedback system and has a Finite Impulse 
Response (FIR) [1,2,3]. If an input f(n) is passed through the 
filter, the output produced is a sequence denoted as y(n). For a 
LMS filter with length M, it has coefficients 
{b_0,b_1,b_2,b_3,b_4,……….,b_(M-1)}. The desired 
response denoted as d(n) is then subtracted with the output in 
order to produce the error e(n) [4]. The system is an adaptive 
filter, it is designed to handle a broad input [5].  
Mathematically, 

푒(푛) = 푑(푛) − 푦(푛) 
 

 
At each step size the value of the coefficients b_k is changed 
depending on the error. The diagram of such syastem would 
look like 
 

 
Figure 1: Block Diagram for an LMS Adaptive Filter 

 
 
As the name suggests, it operates by minimizing the mean 
square error E{e^2 (n)}. In order to come up with the 
algorithm for such a method, we define J(n) as the square 
performance index. Mathematically the Square Performance 
Index is: 
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In order to reduce J(n), each of the coefficients b_k (n) is then 
moved by an amount which is proportional to (∂J(n))/(∂b(k)). 
The step size is defined by a parameter Λ(n).Mathematically 
the  Step Size Equation for a Parameter is: 
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And the algorithm for the filter is: 
 

 
 
The direct form for the LMS filter with length M is 
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Figure 2: LMS Filter Block Diagram 

 
The advantage of the LMS is that it is simple to implement. It 
works for many applications as long as the parameters (Λ(n) 
and M) are chosen properly. The LMS has its foundations in 
Spatial Imaging and Neural Networks [6, 7, 8] 
 
The Recursive Least Square (RLS) Filter is also a kind of an 
Adaptive filter which uses a feedback system and has a Finite 
Impulse Response (FIR) [9, 10, 11]. Similar to LMS, if an 
input f(n) is passed through the filter, the output produced is 
also a sequence denoted as y(n). For a RLS filter with length 
M, it has coefficients 
{b_0,b_1,b_2,b_3,b_4,……….,b_(M-1)}. The desired 
response denoted as d(n) is then subtracted with the output in 
order to produce the error e(n) [5].  Mathematically the Error 
Equation for the Desired Response in RLS is: 
 

푒(푛) = 푑(푛) − 푦(푛) 
 
The diagram of such a system would look like 
 

 
Figure 3: Block Diagram for an RLS Adaptive Filter 

 
It is similar to LMS, except that the coefficients b_k (n) is 
updated differently [12, 13]. The RLS filter converges faster 
than LMS in most conditions, but it has a more complex 
algorithm and it is harder to implement. For ambiguous data 
outputs the Rough Set Theory can be used [14, 15, 16]. 
 
In the project, the researchers will attempt to simulate both 
RLS and LMS using SIMULINK. The researchers will then 
determine the performance of both systems in Rayleigh 
Fading and compare them.  The database configuration will be 
like in the researches of [17, 18]. Matlab Simulink will be 
used for the simulation [19]. File transfer can be done either 
by network or usb [20]. 

2.  DATA AND RESULTS 
 
The whole block diagram of the system was divided into three 
parts. The first part is for the RLS equalizer while the second 
part is the LMS equalizer. The equalizers are different from 
each other, so the researchers wanted to compare their 
performance. The last part of the system is a summing point 
for comparison of the performances of the equalizers.  
 

 

 
Figure 4: Block Diagram of the System 

 
 

 
Figure 5: RLS Equalizer Part of the System 
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Figure 6: LMS Equalizer Part of the System 
 
 

 
 

Figure 7: Summing Point of the System for Comparison 
 

 
It is known in general that RLS (Recursive Least Squares) 
performs better than LMS (Least Mean Squares) in general. 
So to prove that this is true, we calculated and compared their 
BER (bit error rate) using Simulink. 

 
Table 1: Comparing the BER of RLS and LMS Equalizers 

RLS BER LMS BER 

 
 

 

 
 
 
We can see from Table 1 that the bit error rate of LMS is 

higher than RLS. In conclusion, the RLS performs better than 
LMS as it has a lower bit error rate. 

 
When it comes to its synchronization, LMS and RLS will not 
be synchronized initially. It will only be synchronized when 
the Eb/No value is high enough for the performance errors to 
be negligible already within a time frame. In our case, the 
system was designed with no multipath and we chose an 
Eb/No of 10 dB which is considered high already. In 
Simulink, we compared 3 waveforms. The first waveform 
consists of the random integer generator delayed by 2 
seconds. The second waveform is the LMS equalizer while 
the last waveform comes from the RLS equalizer. Both 
equalizer output comes from BPSK demodulator output. 
 

 
 

Figure 8: Synchronization of the Equalizers using Eb/No of 0.5 
dB 

 

 
Figure 9: Synchronization of the Equalizers using Eb/No of 10 

dB 
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From the simulation of 0 to 65 seconds, we can see that the 
equalizers were not synchronized with the delayed output 
initially. This may mean that both of them experienced errors 
at the start of the simulation. With Eb/No of 0.5 dB, the 
second waveform (LMS equalizer) did not synchronize 
immediately together with the RLS system. With an Eb/No of 
10 dB, it is at 15 seconds that the waveforms of the 3 outputs 
were synchronized with each other. This means that with an 
Eb/No of 10 dB with results into the equalizers converging 
and synchronizing at a faster rate compared to when using a 
low Eb/No.  
 

 

 

 
 
Figure 10: Different Magnitudes of the Impulse Response at 500s, 

5000s, and 10000s 
 
 

It can be noticed from the magnitudes that the impulse 
response changes and varies over time. 
 
 
3.  ANALYSIS OF DATA 
 
These two systems were constructed such that they could be 
compared. The first equalizer considered by the researchers 
was the Recursive Least Square (RLS) equalizer. The RLS 
equalizer utilizes the concept of finding the minimum 
coefficient of a cost function in a recursive manner. It is 
known to be adaptive. The second equalizer used was the 
Least Mean Square (LMS) equalizer. Unlike the RLS, LMS 
uses the concept of the least mean square of a signal. It is also 
recursive and adaptive like the RLS. 

 
It is important to take note that the system utilized a Rayleigh 
fading channel. This was unlike the usual channels that the 
researchers have been exposed to. The Rayleigh channel was 
used because it would help the researchers to see the behavior 
of both equalizers if a large number of reflections are present 
[21]. By doing so, the researchers could see how both 
equalizers would react to the sudden occurrence of multipath 
[22]. However, the researchers have limited the project into a 
system that would not include multipath [23]. The researchers 
were able to determine the necessary blocks needed in order to 
compare the RLS and LMS equalizers. The block diagrams 
for each equalizer was set up and scope was used in order to 
see their output.  By observing their bit error rates, the 
researchers were able to see that LMS produced a higher bit 
error rate as compared to RLS. In addition to this, the Eb/No 
VS BER plot was observed. There are instances where the 
data that is generated has incomplete information. For this 
instance, the Rough Set Theory can be used [24, 25]. 

 
The plots enabled the researchers to see that a linear graph for 
the LMS equalizer while the RLS produced an output in line 
with the theoretical one found in the literature. In addition, the 
synchronization of the system was observed. Based on the 
project, the Eb/No could actually influence the speed of 
synchronization of a system. The researchers were able to see 
that at a higher Eb/No, the waveforms synchronized in about 
15 seconds. For those errors the Logic Scoring of Preference 
(LSP) algorithm can be used to optimize the data [26]. 
 
 
4. LITERATURE REVIEW 
 
The paper of the 3 authors from India talks about adaptive 
filter design that is based on different Recursive Least Squares 
(RLS) and Least Mean Square (LMS) methods. The filter 
design is applicable to different signals for reduction of noise 
in waveforms like chirp, saw-tooth, and sinusoidal. To be able 
to see and analyze the performance of the designed filter, the 
researchers measured some factors like the MMSE (Minimum 
mean square error) and the Rate of convergence. All these, 
ranging from the design up to the simulations, were done 
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through the MATLAB software. As expected, the RLS filter 
shows a better performance compared to the other 2 methods. 
It showed a better convergence rate, but it has a low minimum 
mean square error. Also, the output was not as smooth in the 
chirp and sinusoidal signals as compared with the output 
using saw-tooth waveform [27]. 
 
This next journal is about different adaptive filters again but 
this time it is for ECG signal processing. The authors are from 
the Indian Institute of Technology. They decided to make a 
research on ECG because of the problem that is posted. This 
problem is the separation of different signals that comes from 
the power lines, outside electromagnetic fields, and the 
random movements from the patient’s body. For unknown 
values the Rough Set Theory can be used [28].  Many types of 
filters are used to be able to remove unwanted signals. So to 
be able to remove signals that are difficult to remove, the 
adaptive filter technique is used. The adaptive filter 
techniques used in the paper were the RLS and LMS filter 
algorithms, which are the most commonly used filter 
algorithms. The researchers used Base Line Interference and 
PLI to be able to remove those signals. The software that they 
used is MATLAB. The researchers still used filters like LMS 
and RLS. The output is that the RLS filter shows a much more 
filtered signal compared to the LMS [29]. 

 

 
Figure 11: RLS and LMS Output after Filtering 

 
 

This next paper is similar to the first journal but it compares 
more filter algorithms. The algorithms that were analyzed 
here are (1) least mean square (LMS), (2) Time-Varying LMS 
(TVLMS), (3) Normalized LMS (NLMS), (4) Fast 
Transversal Recursive Least Squares (FTRLS), and (5) 
Recursive Least Squares (RLS). The researchers are 

concerned with the Signal to Noise Ratio (SNR) and the 
complexity of the computations regarding the process. It was 
known that these adaptive filtering algorithms have the 
convergence speed and complexity dependable with each 
other and that the LMS filter algorithm performs poorly 
compared to the RLS filter algorithm. With a sampling rate of 
1.5 KHz, the researchers varied the noise variance and 
compared how the SNR was improved in varying noise 
variance. SNR was improved when noise variance becomes 
lower. This is because the signal is more evident when the 
noise is low. It was seen that the SNR of LMS degraded 
higher compared to the degradation of the SNR of NLMS and 
RLS when the noise is increased [30]. The collected data must 
also be optimized in a database [31, 32].  

This time, the paper focuses on the RLS filter alone as an 
adaptive noise canceller. The concept of adaptive noise 
canceling is a method of estimating signals that are disruptive 
due to different additive noise. The noise cancellation was 
done through the RLS for the noise to be removed and 
attenuated from the original signal. A noise filter block was 
used to remove the signals while the original signals were 
directed on the desired port. It uses a sine wave as its original 
signal. The authors used Simulink for its simulation and 
design and the output was not restored 100% from the original 
one. This means that the system encountered errors in its 
simulation. The RLS converges faster than LMS but using 
RLS requires more complex computations as mentioned in the 
paper [33]. 

 
Figure 12: Noise Cancellation Method 

 
The last journal proposes a new relationship between the error 
signal and the step factor. The relationship between the 2 
factors would be able to address some problems in the filter 
such as performance and convergence time. A new algorithm 
was also presented to be able to address the inconsistency 
among the factors such as error performance and time of 
converging. Also, an improved algorithm for the step-size 
LMS algorithm was introduced. The step-size LMS adaptive 
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filter is a filter with a bigger initial step-size for a faster 
convergence speed. A bigger initial step size would allow the 
noise signals to be avoided to reduce the error in the system. 
As the step-size moves away from the initial one, the step size 
is reduced. This is done so that the static error will be reduced. 
The conclusion of the authors is that these algorithms are 
expected to be improved and these will be widely used in 
signal processing, control systems, and in the field on 
communications [34]. 
 
 
5. CONCLUSION 
 
Equalizers are essential in order to eliminate noise and 
interference in a system. These equalizers could be classified 
as being either linear or non-linear. For the summary of the 
course, the researchers decided to utilize two equalizers and 
observe their differences. Basically, the project shows a 
comparison between the said equalizers. 
 
This research introduced the concept of the Rayleigh channel. 
The purpose of the project was to determine the error 
detecting capabilities of the equalizer, having this channel 
would help the researchers in effectively accomplishing the 
task. In addition, the Additive White Gaussian Noise 
(AWGN) channel was also utilized in the design. The RLS 
equalizer block and the LMS equalizer block that was used by 
the researchers were already in Simulink. The two blocks 
were modulated using Binary Phase Shift Keying (BPSK). 
With the use of the bit error rate calculator, the researchers 
were able to see that the RLS equalizer produced a lower bit 
error rate. Thus, the RLS equalizer performs better than the 
LMS equalizer in terms of the errors detected before 
transmission. In terms of the synchronization of the 
equalizers, the researchers initially chose a 5dB Eb/No. By 
observation, the researchers were able to see that both of them 
were not synchronized as expected. As a result, the 
researchers optimized the Eb/No level to 10dB.  From the 
waveform obtained, the researchers concluded that the 
waveforms were indeed synchronized, and it occurred at a fast 
rate. 
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