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ABSTRACT 
 
In digital signal processing, speech processing is one of the 
areas that is used in many type of applications. It is one of an 
intensive field of research. The major criterion for good 
speech processing system is the selection of feature extraction 
technique, which plays a major role in achieving higher 
accuracy. In this paper, most commonly used techniques for 
feature extraction such as Linear Predictive Coefficient 
(LPC), Mel Frequency Cepstral Coefficient (MFCC), 
Perceptual Linear Prediction (PLP), Relative Spectral 
Perceptual Linear Prediction (RASTA-PLP) and Wavelet 
Transform (WT) are presented. Comparisons that highlight 
the strengths and the weaknesses of these techniques are also 
presented. Studies show that feature extraction techniques are 
mainly selected based on the requirement of the applications. 
Wavelet transform outperform other techniques for the 
analysis of non-stationary signals in audio signal. Enhanced 
Wavelet transform technique is a way forward and studies can 
be focused on its coefficients. Hybrid methods can be further 
explored to increase the performance in speech processing. A 
number of hybrid methods were reviewed, and studies show 
that Mel-Frequency Cepstral Coefficients (WPCC) provide 
better results for speech processing applications with standard 
coefficient for classification.  
 
Key words: Linear Predictive Coefficient (LPC); Mel 
Frequency Cepstral Coefficient (MFCC); Perceptual Linear 
Prediction (PLP); Relative Spectral Perceptual Linear 
Prediction (RASTA-PLP); Wavelet Transform (WT) 
 
1. INTRODUCTION 
 
Speech processing involves a huge amount of signal data. In 
speech processing the speech signal is very crucial. This can 
later affect the classification and recognition stages. The 
nature of speech signal is a non-stationary signal. This make it 
more complex during the feature extraction stage. 
Dimensionality reduction is very important to ensure 
minimum or zero data lost during the feature extraction stage. 
The time domain waveform of a speech signal give us 
auditory information of this non-stationary signal. This 
waveform of the speech describes minimum information of a 
speech signal. Feature extraction in speech processing is very 
crucial especially for accuracy and performance. Currently, 

 
 

many existing methods that are available for feature 
extraction in speech processing. The most commonly used are 
such as Linear Predictive Coefficient (LPC), Perceptual 
Linear Prediction (PLP), Mel Frequency Cepstral Coefficient 
(MFCC), Relative Spectral Perceptual Linear Prediction 
(RASTA-PLP) and Wavelet Transform (WT). These methods 
are explained and discussed in this paper.  Comparative 
studies for these methods are provided. Studies show that 
methods are selected based on its applications. In recent years, 
hybrid methods are also introduced, and it shows that in most 
cases hybrid methods outperformed single methods. 
However, suitable methods are selected based on the domain. 
In the next following sections, the overview of what features 
extractions will be explained, it will be followed by the 
comparative studies of the most commonly used methods. 
Then the hybrid feature extractions methods and their major 
properties will be discussed. 
 
2. FEATURE EXTRACTION 
 
In a speech processing the process of extracting important 
information from a speech signal and reducing noise and 
unwanted information is called feature extraction.  Basic 
operation of feature extraction involves spectral analysis, 
parametric transformation and statistical modeling [1]. The 
output is a parameter vector [2]. However, it is normal to lose 
useful information while removing unnecessary information 
[3]. Feature extraction involves the process of converting the 
speech signal into digital form [4]. This basic step of feature 
extraction is shown in Figure 1. 
 
 
 
 

 
 
 
       

Figure 1:  Basic Operation of Feature Extraction [1] 
 
Spectral Analysis is the first stage of speech analysis and it 
includes spectro temporal analysis of signal [1]. In Parametric 
Transforms, two fundamental operations that are 
differentiation and concatenation stage are applied to create 
signal parameters from signal measurements [1].  Signal 
parameters were generated from few underlying multivariate 
random processes and this happen in Statistical Modeling 
stage. 
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3. FEATURE EXTRACTION TECHNIQUES 

Speech signal can be retrieved directly from the digitized 
waveform [5]. Large data of speech signal requires suitable 
and reliable feature extraction techniques. This can improve 
the performance and computationally more effective. It will 
remove various source of information, such as whether the 
sound is voiced or unvoiced, that is whether speech are 
affected by noise or not [6]. 

3.1 Linear Predictive Coding (LPC) 
In Linear Predictive Coding (LPC) analysis, a speech sample 
approximately combines past speech samples linearly. LPC is 
a frame based analysis of the speech signal [7]. LPC feature 
extraction process are shown in Figure 2. Adjacent frames in 
input speech signal are separated and is framed blocked into 
frames of samples. In order to minimize the signal 
discontinuities each individual frame is windowed [8]. This is 
followed by auto correlating each frame of windowed signal 
and then it converts each frame of autocorrelations into LPC 
parameter set by using Durbins method [8]. The LPC features 
vector were then created. 

Figure 2:  Linear Predictive Coding (LPC) Feature Extraction 
Process [6] 

3.2 Mel Frequency Cepstral Coefficient (MFCC) 
The Mel-frequency Cepstrum Coefficient (MFCC) technique 
is mainly used to create the fingerprint of the sound files. 
MFCC feature extraction process is shown in Figure 3.  
 

 
Figure 3: Mel Frequency Cepstral Coefficient (MFCC) 

Feature Extraction Process [9] 
 

First input speech signal is divided into overlapping frames. 
Windowing is applied and then it is subjected to fast Fourier 
Transform. In the next step the frequency domain signal is 
converted to Mel frequency scale. Then the log Mel scale 
spectrum is converted to time domain using Discrete Cosine 
Transform (DCT) [9]. The result of the conversion is called 
Mel Frequency Cepstrum Coefficient. MFCC mainly 
concentrates on the static characteristics of a signal. 

3.3 Perceptual Linear Prediction (PLP) 
The Perceptual Linear Prediction basically discards irrelevant 
information such as noise and not similar to human voice. 
PLP is very similar to LPC but PLP is close to human voice 
system. The process of PLP is shown in Figure 4 [10].  
 

 
 

Figure 4: Perceptual Linear Prediction (PLP) Feature 
Extraction Process [10] 

 

First, the quantized sign is windowed. This is to limit the sign 
discontinuities. At that point, Hamming Window is utilized 
and the power range of the windowed sign is determined to 
utilize FFT. The three stages of recurrence distorting, 
smoothing and examining are incorporated into a solitary 
channel bank called Bark Filter Bank [11]. To invigorate the 
affectability of human hearing an equivalent uproar 
pre-accentuation is utilized to loads the channel bank yields 
[12]. The yield that is the sound-related twisted line range is 
then prepared by the Linear Prediction to organize [13]. The 
last advance is the calculation of the Cepstral Coefficients. 

3.4 Perceptual Linear Prediction (PLP) Relative Spectral 
Perceptual Linear Prediction (RASTA-PLP) 
To remove short-term noise variations a special band-pass 
filter was added to each frequency sub-band in traditional PLP 
algorithm [14]. This is called RASTA-PLP and it is the 
filtering method used for removing the conventional 
disturbances. In traditional PLP, it has limited capability in 
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dealing with distortions. This is overcome by the introduction 
of RASTA-PLP. The input speech signal will go through the 
process of spectral analysis by using MFCC or PLP. This is 
then modified by the compressing the static non-linearity and 
will be filtered by band pass filter. Then anther filter banks is 
used to expand the non-linearity and coefficients are produced. 
This is shown in Figure 5. 
 

 
Figure 5: RASTA-PLP Feature Extraction Process [15] 

3.5 Wavelet Transform (WT) 
The wavelet transform is another method that has a similarity 
with how human ear processes sound. Therefore, it is suitable 
for speech processing. Discrete Wavelet Transform (DWT) 
and Wavelet Packet Decomposition (WPD) are explained and 
discussed in the next section. 

3.5.1 Discrete Wavelet Transform (DWT) 
DWT can extract information of non-stationary signals and it 
is very suitable for speech data. It is better in performance and 
computationally effective and efficient for feature extraction 
in speech. It has a varying window sizes therefore, it is 
efficient in all frequency ranges. Signal are passes through 
two filters that are low-pass filter and a high-pass filter and it 
produces two signals [17]. The output of a low pass filter is 
called as approximation coefficients and the output of 
highpass filter is called as detail coefficients [17].  

3.5.2 Wavelet Packet Decomposition (WPD) 
A generalization of DWT is actually WPD. Therefore, WPD 
is more flexible. Similar to DWT, WPD is decomposed into 
low frequency components and high frequency components. 
The difference is that in WPD it applies the transform step to 
the low pass and high pass results whereas in DWT it only 
apply to low pass results [18]. 
 
4. COMPARISON OF FEATURE EXTRACTION 

TECHNIQUES 
 
Feature selection and extract are very crucial to speech 
recognition system. In most cases, it is domain or applications 
oriented. Table 1 presented the strengths and the weaknesses 
of the most commonly used feature extractions methods. 
Applications related to each method are also highlighted. 

5. FEATURE EXTRACTION TECHNIQUES 

Earlier a few features extraction techniques that are single 
techniques with their strengths and weaknesses were 

presented. Studies show that better performance can be 
obtained by combining a few methods together to extract 
relevant features. These hybrid methods can be further 
investigated. A few significant hybrid feature extraction 
techniques and their comparison will be discussed in the next 
following sections. 

5.1 Discrete Wavelet Packet Decomposition (DWPD) 
For discourse improvement and to conquer the impediments 
of DWT and WPD, new cross breed strategies were presented. 
This new half breed technique is called Discrete Wavelet 
Packet Decomposition (DWPD) and it joins the highlights of 
both DWT and WPD. It comprises of three stages process 
where from the outset the discourse sign is part into two 
groups that are High and Low-recurrence band signal. At that 
point, WPD is connected to the high-recurrence segments and 
DWT is connected to the low-recurrence segments. In 
conclusion, the highlights delivered from the two techniques 
are joined and a component vector set is shaped [24].  

The half and half calculation DWPD has a couple of focal 
points, for example, the high-recurrence band are 
disintegrated into more parcels. This will expand the 
presentation and computationally increasingly successful and 
produce a higher acknowledgment rates [25], [26].5.2 Phase 
Autocorrelation Bark Wavelet Transform (PACWT) 
Phase Autocorrelation Bark Wavelet Transform (PACWT) 
combines the benefits of phase autocorrelation (PAC) with 
bark wavelet transform. It is a hybrid method and improve the 
robustness based on alternative measure of autocorrelation. 
The process of PACWT is shown in Figure 6.  

 
 

Figure 6: Block diagram of the PACWT Feature Extraction 
[28] 
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Table 1: Selected Feature Extraction Techniques 
 

Methods Applications Strengths Weaknesses 
Linear 
Predictive 
Coding 
(LPC) 

Tonal analysis, 
Musical instrument 

  LPC method is easy to implement 
and the mathematics are very precise 
and simple [19]. 

 Low dimension feature vectors are 
represented for the spectral envelope 
[19], [21]. 

 Feature components are 
highly correlated [19] 

 The representation of speech 
production or perception 
based on the linear scales are 
not adequate [20]. 

 A priori information on the 
speech signal under test 
cannot be included [19]. 
 

Mel 
Frequency 
Cepstral 
Coefficients 
(MFCC) 

Voice recognition 
system for security 
purpose 

 It's not based on linear characteristics; 
hence, similar to the human auditory 
perception system [19], [20] 

 Low correlation between coefficients 
[19] 

 Provides good discrimination 
 

 Limited representation of 
speech signals since only the 
power spectrum is 
considered [19] 

 Low robustness to noise 
[19],[20] 
 

Perceptual 
Linear 
Predictive 
Analysis 
(PLP) 

Speech analysis  Low dimensional for the resultant 
feature vector [19] 

 Voiced and unvoiced speech has 
reduction in the discrepancy [19] 

 Spectral balance is easily 
altered by the 
communication channel, 
noise, and the equipment 
used [19] 

 Dependent on the whole 
spectral balance [19]. 
 

Relative 
Spectral 
Perceptual 
Linear 
Prediction 
(RASTA-PL
P) 

Spectrum factor 
analysis 

 Spectral components that change 
slower or quicker than the rate of 
change of the speech signal are 
suppressed [19] 

 These features are best used when 
there is a mismatch in the Analog 
input channel between the 
development and fielded systems [20] 
 

 Poor performance in clean 
speech environments [22] 

Wavelet 
Transform 
(WT) 

Multiresolution 
analysis, Time 
frequency localization, 
and Multirate filtering 
 

 Capable of compressing a signal 
without major degradation [19] 

 Able to perform efficient time and 
frequency localizations [19],[23] 

 Not flexible as same basic 
wavelets have to be used for 
all speech signals [19] 
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First, the speech signal is pre-emphasized where Hamming 
window is used for a given frame on the pre-emphasized 
signal. Then computing correlation coefficients produce 
autocorrelation sequence during the Phase Autocorrelation. 
This is followed by simply applying the bark wavelet 
transform to the signal that passes through the Mel-filter bank. 
Finally, PACWT feature coefficients are produced. Then the 
first and second derivatives of the time sequence of each base 
feature are also calculated. Final PACWT feature coefficients 
set were produced by the concatenation of the derivatives to 
the base feature set.  

5.3 Wavelet Based Mel-Frequency Cepstral Coefficients 
(WPCC) 
Wavelet Based Mel-Frequency Cepstral Coefficients (WPCC) 
is a hybrid of the wavelet transform method and the MFCC. 
Firstly, the wavelet transform is applied to the speech signal 
into two different frequency channels to decompose them. 
High frequency channel components have all the details and 
the low frequency channel are only the approximations.  Then 
the MFCC of the approximations and details channels are 
calculated. This is for capturing the characteristics of 
individual speakers [29]. This will ease the calculation of the 
coefficients. The process of WPCC is shown in Figure 7. 

 

 
Figure 7: Mel-Frequency Cepstral Coefficient (MFCC) using 

Mel filter bank and Wavelet Packet Cepstral Coefficient 
(WPCC) using wavelet packet (WP) filter bank [29] 

 
5.4 Revised Perceptual Linear Prediction (RPLP) 
 
RPLP is a hybrid feature extraction based on PLP and MFCC. 
It uses Mel Filter bank instead of bark filter bank. First, the 
input signal is pre-emphasized then the segmentation and FFT 
spectrum is processed by applying Mel scale filter bank. The 
output is converted to the cepstral coefficients using LP 
analysis. The first six steps are similar to MFCC steps.  Then 
it is followed by PLP steps. This steps can be seen in Figure 8. 
After all these steps IDFT, LP analysis and Cepstral analysis 
were applied in the same way as in PLP features.   
 

 

Figure 8: Feature Extraction using RPLP [32] 

5.5 Bark frequency cepstral coefficients (BFCC) 
BFCC is a hybrid of PLP and Bark filter bank. BFCC is very 
similar to MFCC except that it uses the bark filter bank in 
comparison to Mel filter bank [34]. As mentioned earlier bark 
filter are sensitive to human hearing. The signal is 
compressed and finally DCT is used to de-correlate the 
features.   

 
Analysis shows that wavelet based DWPD are much more 
efficient, the performance is higher and the computational 
complexity are reduced. The dimensionality reduction is 
efficient with wavelet based DWPD and it produces better 
vector size. It increases the accuracy and suitable for 
non-stationary signals. Comparison between Phase 
Autocorrelation Bark Wavelet Transform (PACWT) and 
MFCC shows that PACWT are better for male voice data 
compared to female voice data. This is because it is better in 
low-SNR conditions. Revised Perceptual Linear Prediction 
Coefficients (RPLP), are mostly used in spoken language 
identification. It has the advantage of the pre-emphasis filter, 
Mel scale filter bank, LP and cepstral analysis. MFCC and 
BFCC shows good performance, however in noise 
environments, MFCC shows better performance. However, 
Wavelet Packets (WPs) shows better performance in 
comparison to MFCC due to its rich coverage of 
time-frequency properties. Table 2 highlights the strengths 
and the weaknesses of the presented hybrid methods. 
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Table 2: Hybrid Feature Extraction Techniques 

 
Methods Applications Strengths Weaknesses 

Discrete Wavelet 
Packet 
Decomposition 
(DWPD) 

Speaker independent 
digits recognition 

 
 Computational complexity is 

reduced because it can 
decompose high frequency band 
into more partitions [24], [26]. 

 

 Performance reduce for 
stationary signals [25].  

Phase 
Autocorrelation 
Bark Wavelet 
Transform 
(PACWT) 

Robust Speech 
Recognition and 
Speaker 
Identification 

 
 The PACWT feature extraction 

method is generally noise-robust 
compared to MFCC, 
particularly in high-noise 
(low-SNR) environments [28]. 

 Recognition performance was 
significantly better for male data 
than for female data [28]. 

 

 
 In clean speech MFCC 

has a higher recognition 
rate than the PACWT 
[28].  

Wavelet-Based 
Mel-Frequency 
Cepstral 
Coefficients 
(WPCC) 

Speaker 
Identification 
System 

 
 For clean speech, it provides 

better performance compared to 
MFCC features [30], [31]. 

 It reduces the problem of noise 
and improves efficiently the 
recognition rate [31]. 

 

 WPCC does not show 
the robust performance 
in ASR [30], [29]. 

Revised 
Perceptual 
Linear Prediction 
(RPLP) 

Spoken Language 
Identification 

 
 RPLP features increase the 

accuracy of the recognition 
relatively better than the 
standard MFCC [50]. 

 Improve of recognition accuracy 
against PLP under noisy 
conditions [32].  
 

 Identification accuracy 
vary; depends on 
different classifier 

Bark Frequency 
Cepstral 
Coefficients 
(BFCC) 

Speech Recognition 
in noisy 
environments 

 Higher identification accuracy is 
produced for infinite distance in 
comparison with other feature 
extraction methods [33].  

 
 MFCC perform better 

than the conventional 
BFCC method and 
sometimes performance 
degrade under noisy 
environment [29], [33]. 
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6. CONCLUSION 
 
Speech processing involves with big amount of speech signal 
data. Therefore, data reduction is very important in reducing 
the computational complexity and increase the performance. 
However, data reduction can results in losing important 
speech signals. Selecting feature extraction technique is very 
important in preserving important speech signals. Careful 
selection of methods can be decided and the applications 
should also be considered. This paper presented a number of 
commonly used feature selection methods and a few hybrid 
methods. The strengths and the weaknesses of the methods 
were presented and discussed. FFT, LPC and MFCC has 
higher computational complexity. Basically, they are much 
better for stationary signals compared non-stationary signal. 
Wavelet based methods provide less computational 
complexity and give higher performance. The accuracy are 
also higher in comparison with non-wavelet based method. 
From the literature, studies show that wavelet based method is 
a recommended method for speech signals. It shows that 
different applications require different feature extraction 
methods. However, in most cases wavelet based methods 
gives better accuracy with higher performance. Hybrid 
methods provide better results in comparison with single 
methods. The wavelet based Mel-Frequency Cepstral 
Coefficients (WPCC) shows higher accuracy for speech 
processing applications and provide standard coefficient for 
classifications. Further improvement can be achieved by 
incorporating optimization algorithms. This can further 
provide higher accuracy with reduced computational 
complexities especially under noisy conditions. 
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