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 
ABSTRACT 
 
Forecasting natural occurring phenomena has been addressed 
and analyzed in many domains of science and gets more 
attention because of its vast range of applications. Traditional 
time series forecasting tools have some limitations like slow 
training process, less efficient training methods that effect on 
performance. Higher Order Neural Network (HONN) using 
recurrent feedback appear as a powerful technique and it has 
the ability to expand the input space, make them more 
efficient for solving complex problems and perform high 
learning abilities in the time series forecasting. Recurrent 
networks commonly used the network output as the feedback 
terms. This study proposed a model called improved Pi-Sigma 
Neural Network with Error Feedback (PSNN-EF) which 
combines the properties of Pi-Sigma Neural Network 
(PSNN), recurrence and error feedback. PSNN-EF uses back 
propagation gradient descent algorithm for training purpose 
and tested with time series signals namely; humidity, 
evaporation and wind direction datasets. The benefit of using 
recurrence and error feedback is that it generates more 
accurate results of prediction and provide more promising 
results. Based on the obtained results, our proposed method 
shows better performance and can be an alternative solution to 
Jordan Pi-Sigma Neural Network (JPSN) and PSNN for one 
step ahead prediction of those three datasets.  
 
Key words: Error feedback, Higher order neural networks, 
Jordan pi-sigma neural network, Pi-Sigma neural network, 
Time series forecasting 

1. INTRODUCTION 

During the last few years, time series forecasting becomes a 
dynamic research area that grabbed the attention of 
researchers and developers. The data which is obtained during 
a specific time period like hourly, weekly, daily, monthly and 
annually is called time series data. Time series are exploited in 
statistics, weather forecasting, earthquake prediction, 
econometrics and many other applications [1]. The purpose of 
time series analysis is to identify the nature of phenomena in 
the data that can be used to predicting future outcomes of the 

 
 

time series variable [2]. Moreover, forecasting of time series 
is the most difficult to be determined and predicted among the 
many time series. That’s why there was a need for such 
algorithms that could perform the nonlinearity mapping of 
input-output [3]. 
 
To solve the prediction problem of time series various 
techniques have been appeared over many years to enhance 
the accuracy of forecasting [4]. Nowadays, artificial neural 
networks (ANNs) have utilized effectively for time series 
forecasting [5]. There are some advantages of ANN that are 
more appropriate to solve the certain problems [6]. First of all, 
ANNs have the capability to learn [7] and have a non-linear 
relationship between input and output to approximate any 
continuous function and it is beneficial for complex data. 
Secondly, after the completion of the learning process from 
initial inputs, ANN can provide a robust alternative, given its 
ability to model and extract unseen features and relationships 
that make the model more generalize. The output is compared 
with the result of the neural network model that was 
mathematically calculated in which the value of weights and 
bias are adjusted to reduce the error. 
 
After analysis, it is proved that the ANN provides better 
forecasting performance as compared to other traditional 
methods [8]. Furthermore, Artificial Neural Networks (ANNs) 
are the intelligent based models of the biological neurons [9] 
and it is also used effectively for time series prediction [10]. 
Based on the NN architecture it is categorized into two types: 
Recurrent Neural Networks (RNN) and Feed forward Neural 
Networks (FNN). In recurrent networks, there is a feedback 
connection between the units to get the output that can form a 
cycle [11]. On the other hand, a feed forward network is a 
non-recurrent network which contains three layers of inputs, 
outputs, and hidden layers. In this network, the signals can 
pass in one direction only. 
 
The most common type of feed forward ANN is Multilayer 
Perception (MLP) [12]. The MLP is capable to learn from 
input-output signals [13]. Furthermore, to get the required 
input-output relationship of the network, the weights of linear 
combination are adjusted during the process of training in 
MLP by minimizing the error function [14]. Although the 
structure of MLP is multilayered that’s why to solve complex 
nonlinear mapping problems, it needs not only greater number 
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of units that consequently shows low learning rate and poor 
generalization [15] but also takes a long time for training and 
reach at local minima [16]. Hence, to overcome the problem 
regarding MLP, there is a need of NN with single layer 
trainable weights that is called Higher Order Neural Networks 
(HONNs). This structure has fewer units having nonlinear 
mapping ability and reducing the network’s complexity 
[15-12]. HONN appeared as a famous network for time series 
prediction and has widely used in many scientific and 
engineering problems [17]. There are several types of HONNs 
that were used to forecasting of time series. Pi-Sigma Neural 
Network (PSNN) and Jordan Pi-Sigma Neural Network 
(JPSN) are the types of HONN. PSNN has a simpler structure, 
it used less time for training and use a smaller number of 
weights [18]. It has the ability of fast learning that reduce the 
complexity of the network after utilized efficient polynomials 
for different input layer variables. This type of network 
structure is more effective and efficient rather than MLP 
because it encounters the problem of over fitting that found in 
MLP. However, this network model requires more effective 
and efficient tools in order to enhance the accuracy of 
forecasting [19]. 
 
Part of this research is due to some beneficial features of the 
PSNN, another type of HONN was developed for the 
temperature forecasting that is JPSN. JPSN is utilized with 
less memory during the training process [20]. Although there 
are many benefits of using JPSN, on the other hand, this 
network has also some issues like fixed weights are found in 
between recurrent node and the hidden nodes it decreases the 
network performance [21]. Moreover, the training process of 
JPSN is very slow because the weights are initialized with 
small values. 
 
To conquer these problems, recently many types of neural 
network algorithms have been used also new techniques are 
developed. To solve the slow speed of learning several 
techniques have been presented to accelerate it. Considering 
the limitations of JPSN and using the properties of PSNN, the 
goal of this research is to propose an improved network model 
that used for increasing the training efficiency, enhance the 
accuracy and out of sample observation for prediction. This 
model is called an improved Pi-Sigma Neural Network using 
Error Feedback (PSNN-EF) that is a combination of the 
properties of PSNN, error feedback and recurrence [22]. In 
this regard, the backpropagation algorithm is used in this 
network for the purpose of learning from error. Hence, using 
the proposed PSNN-EF, this research leads to improving the 
accuracy of prediction for physical time series. In order to test 
the efficiency of the proposed model, different experiments 
are done using three different physical time series datasets and 
benchmark with two existing models. 
 
The remaining paper is arranged as follows: Section II 
explains some discussion on the implementation of improved 
Pi-Sigma Neural Network using Error Feedback (PSNN-EF) 
for time series prediction. This section explains the 
architecture of the proposed model also the training algorithm 
for this model. The data and experimental settings, and 

performance metrics are also explained in this section. Section 
III presented analysis of the result related to prediction is 
shown in graphs. The comparison of the simulation results 
with different models like JPSN and PSNN is presented the 
results and discussion. Section IV presents the conclusion and 
useful suggestions for expanding the proposed model in the 
future.  

2. THE PROPOSED NETWORK MODEL 

The structure of PSNN was firstly proposed by [23] and 
retains the capabilities of HONN that employ product cells as 
output units and used less number of weights. This study uses 
the similar structure of PSNN but having error feedback and 
recurrent connection to train the weights in order to overcome 
the drawbacks of JPSN network and minimize the prediction 
error. The purpose of this research is to improve the 
performance of prediction, making them more accurate and 
slightly lower prediction error.  

2.1. The Architecture of PSNN-EF 

The structure of PSNN-EF is same as the ordinary PSNN. The 
architecture of PSNN-EF is constructed using error feedback 
link from the output layer towards the input layer to train 
weights. The structure of recurrent network models combines 
with a feedback connection that allows input-output mapping 
dynamically, used for storing information for later use and 
attractor dynamics [24]. Moreover, network error feedback 
used for input which helps to minimize the whole network 
error and improve the forecasting as compared to the network 
output feedback and also enhances the performance of 
forecasting for the network [25-26]. The structure of the 
network start from a small network and it becomes larger as 
during the training process until reached to the desired level of 
error.  
 

 
Figure 1: Pi-Sigma Neural Networks with Error Feedback 

(PSNN-EF) 

 
Let M is the number of external inputs )(tx  in the network, 
and that )(te is an error of the network at time t and )(txm to 
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be the thm  external input to the network at the time t. The 
input to the network at time t is the concatenation of )(tx j

, 

Mj ,.....,1 and )(te  is referred to as )(tz where we have 
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An additional input is added for the bias which has value 1. 
Weights that are found from input layers )(tx  to the summing 
unit layer are trainable and the weights in between the 
summing layers and output layer are fixed to 1. The trainable 
weights are used to test the network that how this network 
performs well. Figure 1 shows the proposed network’s 
architecture. 

2.2. Training algorithm of PSNN-EF 

In this regard, PSNN-EF uses Backpropagation Gradient 
Descent Algorithm that is basically utilized to network 
training and it learns from the error [27]. The error is 
calculated by taking the difference of the network output with 
the targeted output. The calculated error is used to alter the 
link between the layers that become the network input for the 
next time training cycle for getting better output. Hence, the 
intention of this training process is to make the error lower 
among the actual and predicted output by the adjustment of 
weights between the subsequent layers. The output is 
symbolized by )1( ty , is computed as follows: 
 
The processing equation of pi-sigma neural network using 
error feedback are given as follows: 
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where )1( ty  is the output of the network,  1thL
is the 

activation of L unit at a time 1t , f  is the transfer function. 

Network error is calculated using the sum squared error as 
follows: 

   2

2
1  tete                         (4) 

where      tytdte   

where d is desired output and y is predicted output.  
By using the backpropagation algorithm 
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Where   is the learning rate. The term  
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The term  
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The term  
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 is obtained by differentiating the 

network’s processing equations 
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The term  
kj

L

w
th


 1  is determined as follows: 
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Therefore, from equation (1) and (10) 
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Let the sensitivity )1( tPij

of the output at time 1t  
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Weight updating rule. 
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The aim of this proposed architecture is to adjust the network 
weights, to produce network output that is more near to the 
desired output. Moreover, recurrent link structure provides the 
dynamics of the network to compute the error in more 
efficient way that could be utilized for the input in next time 
step. Due to this feedback connection, the PSNN-EF has 
capabilities not found in the ordinary PSNN like store the 
information for later use and attractor dynamic. Therefore, it 
can be implemented to highly nonlinear dynamic system 
identification.  

2.3. Data and Experimental Setting for PSNN-EF 

The process of proposed methodology presents in this section 
that includes the structure of neural networks to the prediction 
of physical time series.  
 
A univariate time series is a combination of all that 
observations that are related to the same variables with 
different times at uniform intervals. The purpose of a 
univariate time series is to predict the future values based on a 
given variable by observing its behavior in past [28]. So, the 
certainty of the univariate time series is that for the 
explanation it can utilize only for one variable, but 
multivariate time series can use many variables for an 
explanation. Therefore, by deliberate those configurations, 
our research considers using input data that is univariate: the 
5-years daily measurement of evaporation, wind direction and 
humidity in Batu Pahat region, from 2005 to 2009 for our 
model. The datasets were collected from the Malaysian 
Meteorological Department (MMD) [29].  
 
Input layer and nodes get the inputs and send it to the hidden 
layer along with their weights for summation. After 
computing the hidden layer this weighted sum passed to the 
output layer and do backpropagation and error signal 
generated here. At the same time, the error at the previous 
time step passed to the input layer in order to adjust the 
weights. After calculating the error for the first cycle, this 
error feedbacks to the input layer to complete the next cycle of 
the training until decrease the error. Nevertheless, it should be 
kept in mind that too less and too many nodes of input can 
impact on the network’s learning and prediction ability. In this 
research, after conducting a pilot study and by performing 
eight number of trials, the networks of experimental design 
were constructed using five number of input nodes after 15 
simulations and the single neuron was employed for the 
output layer. Since, the purpose of this study is an effort to 
predict the evaporation, humidity and wind direction event for 
one-day ahead, it will emphasis most of its effort on reducing 
the forecast by minimizing the error. The transfer function is 

used for the purpose of preventing the output to reach at very 
large values which can paralyse the network. Thus, this study 
considers of using the sigmoid activation function. The reason 
why activation function is used in the network because 
without activation function the neural network cannot learn 
non-linear relationships. Therefore, every network has only 
one activation function that is utilized for all neurons in that 
network. The sigmoid function is mostly used for the network 
models [30]. The sigmoid function which often to be a smooth 
step function can be expressed by f(x) = 1/1+e-x where x is the 
value of the output neuron. Consequently, this study used a 
Min-Max normalization technique which scales the data 
values into the range 0 and 1 based on the following equation 
[31- 32].  

  Anew
AA

AvAnewAnewv min_
minmax

minmin_max_' 



        (15) 

 
where A is the data and min A, max A denotes the minimum 
and maximum values of the data A, v indicates the normalized 
value. So, after normalization the data become relatively 
uniform and very close to normal distribution, hence it can be 
utilized in terms of the network inputs. 

 
To simulate the proposed model each time series dataset is 
segregated and further distributed into three different sets; 
training 50%, validation 25% and testing 25% 
(out-of-sample). The training datasets served the model to 
complete the training process and this set should be big to the 
comparison of the other two sets. The training includes the 
adjustment of the weights by testing the initial set of weights 
against each input vector. The purpose of the training is to 
change the weights that determine the minimum error 
function. In this training process, the weights are updated by 
using equation 13. Therefore, every time the data is passed 
until the last row it changes the weights, every time it 
improves the weights in order to have a minimum error 
because they are comparing the actual results and target 
values. Training is affected by many parameters such as 
momentum, learning rate, epochs values and the stopping 
criteria. The validation set is very compulsory in this network. 
It has different functions like to implement the early stopping 
criteria that prevent the data from overfitting and select best 
prediction results from the network simulations. On the other 
hand, to measure the network performances, the testing set is 
used. 
 
For the purpose of comparison, the performances on 
PSNN-EF for the prediction of evaporation, humidity and 
wind is benchmarked with JPSN and ordinary PSNN using 
four performance metrics.  

2.4. Performance Metrices 

This study used the performance metrics to evaluate the 
proposed model using Signal to Noise Ratio (SNR) [33], 
Mean Squared Error (MSE) [34], Mean Absolute Error (MAE) 
and Normalised Mean Squared Error (NMSE) [35]. The 
equations for these metrics are as follows: 
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Mean Analysis of SNR – to measure how much a signal has 
been corrupted by noise. The higher the ratio, the less 
obtrusive the background noise is. If the value of SNR is 
higher it means the noise level is lower than signal levels. The 
higher value of SNR shows that the performance of the model 
is good. 
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where n is the total number of data patterns, SSE is the sum of 
squared error, P and Pi* represent the actual and predicted 
output value.  

Mean Analysis of MSE Testing – to calculate the difference 
between the desired and the predicted values of testing data by 
measuring the average of the squared error. The lower value 
of MSE shows the accurate result in terms of lower error. 
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Mean Analysis of MSE Training – to measure the difference 
between the actual and predicted values of training data by 
measuring the average of the squared error. 

 
Mean Analysis of MAE – to measure the forecasts or 
predictions are how close in time-series analysis. For the 
better performance of the network the value of MAE should 
be less than other network models. 
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Mean Analysis of NMSE – for measuring bias and scatter 
between the actual and the predicted values. If the value of 
NMSE is lesser then it means the network shows lower 
prediction error. 
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The performance metrics can include the quality of service 
and productivity measurements and help to capture internal 
performance. Using the above parameters, we are able to 
calculate the performance of our proposed model over the 
benchmarked model.  

3. RESULTS AND DISCUSSION 

This section provides the discussion about the simulation 
results using three different network models such as an 
improved Pi-Sigma Neural Network using Error Feedback 
(PSNN-EF), Jordan Pi-Sigma Neural Network (JPSN) and 
Pi-Sigma Neural Network (PSNN). The entire network 
models were trained and tested with evaporation, humidity 
and wind direction data collected from MMD [29]. The 
training of the network is affected by its initial internal state 
that includes different learning rate and momentum with 
random weights. To obtain more accurate and robust 
evaluations 15 simulations are performed for three network 
models. To stop the training, there are three stopping criteria. 
For every network training, there was a point at which training 
should be stopped. In this study, three stopping criteria were 
used: (1) training error that is set to 0.0001, (2) maximum 
epoch which is 3000 and (3) early stopping.  
 
Error Feedback is used in the proposed model PSNN-EF that 
is capable to handle complex structures output spaces 
naturally. It predicts the physical time series after calculating 
and minimizing the error. Network error feedback is used as 
an input through iteration in which the error signal is used as a 
training signal. It helps to decrease the whole network error 
and increase the forecasting accuracy. Using error feedback, 
the proposed model is able to get the prediction error more 
accurate and slightly lower than other network architectures. 
Using error feedback, we are able to get the prediction error 
more accurate and slightly lower than other network 
architectures. According to the Figure 2, it could be observed 
that the proposed method PSNN-EF shows the lowest Mean 
Squared Error (MSE) in training and testing part on 
evaporation as compared to the rest of the techniques. By 
using error feedback and the properties of HONN like reduce 
the network complexity and use less memory the proposed 
model is able to get better performance and make our method 
more optimize.  
 

 
Figure 2: MSE on three different models for evaporation 

dataset  

The performances of the models were also evaluated on 
humidity dataset using the same training method. Figure 3 
shows the graphical representation of the result on MSE 
training and testing for the three network models based on 
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humidity dataset. Using the Higher Order Neural Network 
(HONN) properties, error feedback and recurrence in this 
proposed model, we are able to get better performance in 
terms of all performance metrics. 

 

 

Figure 3: MSE on three different models for humidity dataset  
 
Figure 4 shows the comparison of the error result based on 
benchmark models. Results show that the Mean Squared Error 
we got from our proposed model has lesser value. If a model 
has a low MSE, then it is performing well. As shown in Figure 
2, 3 and 4 the least number of MSE is collected by PSNN-EF 
as compared with other models. The results demonstrate that 
how close the predictions are to the eventual outcomes in 
time-series analysis. It is to be proved that PSNN-EF model 
gives us slightly lower Mean squared error than other two 
benchmark models. 
 

 
Figure 4:  MSE on three different models for wind direction 

dataset  
 
It is very important to demonstrate the sturdiness of PSNN-EF 
by comparing its performance on the prediction of physical 
time series with the ordinary JPSN and PSNN. This study has 
determined that several rates of learning rate gives the 
optimum results towards the selected data in the network. 
Each dataset has different optimum learning rates. For 

evaporation data the learning parameters are η = 0.05, 0.5 = ߙ, 
and for the humidity data η = 0.05, 0.3 = ߙ and for wind 
direction η = 0.05 and 0.6 = ߙ. 
Figure 5 shows the graphical demonstration of the SNR 
results on all three datasets. However, from this figure we can 
analyze that proposed model have the higher SNR value for 
wind dataset while the other network models show lower 
value of SNR. If the value of SNR is higher it means the noise 
level is lower than signal levels. The higher value of SNR 
shows that the performance of the model is good. Its mean that 
the higher the SNR value get; the higher performance can 
achieve. So, this is the best simulation results for this model. It 
has three datasets that work well with this particular 
algorithm. 
 

 
Figure 5: SNR for PSNN-EF, JPSN and PSNN  

The graphical representation of NMSE results on all data sets 
is shown in Figure 6. It shows the best result of its experiment 
simulations which highlight that JPSN and PSNN models 
generate results on three different datasets have a higher value 
for NMSE but still this result is less accurate than our 
improved model. Hence, PSNN-EF produces lower NMSE as 
compared to other existing models. So, we can say that the 
lower value of NMSE shows best simulation results.  

 
Figure 6: NMSE for PSNN-EF, JPSN and PSNN  

 
Using the properties of HONN that were found in ordinary 
PSNN and error feedback this proposed model is capable to 
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minimize the error in terms of Mean Absolute Error (MAE) 
for all-time series. With the chosen training parameters, the 
network model manages to get the lower prediction with other 
comparing models. PSNN-EF shows the lowest Mean 
Absolute Error (MAE) for evaporation, humidity and wind 
direction which is 0.06362, 0.065318 and 0.06481 
respectively. While the MAE for JPSN is 0.064130, 0.065427, 
0.065313 with the respect of evaporation, humidity and wind 
direction datasets. Moreover, PSNN shows the result of MAE 
0.065012, 0.066313 and 0.065785. In the regard of MAE, it 
shows the lower forecasting error that has been provided by 
PSNN-EF (refer to Figure 7). 
 

 
Figure 7: MAE for PSNN-EF, JPSN and PSNN  

On the whole, improvement in the prediction accuracy of all 
datasets can be viewed where PSNN-EF shows higher 
accuracy especially on humidity dataset. The equation to find 
the accuracy improvement is given in Equation 21. 
 

% 100_  =  (%)t Improvemen 





 

JPSN
JPSNEFPSNN        (21) 

 
The overall improvement of PSNN-EF on all three datasets 
with rest of the network models can be obtained by taking an 
average of each comparison model improvement value. The 
accuracy improvement of PSNN-EF is well explained. On the 
whole, it can be noted that PSNN-EF is capable to predict time 
series with the highest improvement. The highest 
improvement can be viewed in humidity dataset, where 
PSNN-EF shows 7.45% accuracy. The accuracy improvement 
of PSNN-EF over JPSN and PSNN for time series prediction 
is given in Table 1. 
 
Table 1: Improvement of PSNN-EF in percentage (%) 
 

Datasets Accuracy Improvement 
of PSNN-EF (%) 

Evaporation 2.06 % 
Humidity 7.45 % 

Wind 3.51 % 
 

 

Furthermore, Figure 8, 9 and 10 shows the plot for the 
forecasting of evaporation, humidity and wind direction 
respectively for the PSNN-EF network model. 
As mentions in the plots, the red line denotes the actual values 
and the green line shows the predicted values. The predicted 
values of daily measurements show the minimum forecast 
error. It is certified that the improved PSNN-EF is capable of 
nonlinear mapping also gives better performance when 
compared to other two network models. 

 
Figure 8: Evaporation forecast generated by PSNN-EF  

 
Figure 9: Humidity forecast generated by PSNN-EF 

 
Figure 10: Wind forecast generated by PSNN-EF 
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Overall, the evaluations based on SNR, MAE, NMSE, MSE 
Training and MSE Testing over the evaporation, humidity and 
wind data verified that PSNN-EF merely increased the 
performance level rather than the two other existing models, 
JPSN and PSNN. 

4. CONCLUSION 

The paper presented an improved model for the prediction of 
physical time series. To address the gaps in JPSN, this study 
proposed a model called an improved Pi-Sigma Neural 
Network using Error Feedback (PSNN-EF) to examine the 
forecasting capability. The purpose of this study is to 
contribute an improved network structure of the PSNN that 
takes the benefits of higher order neural network, error 
feedback and recurrence. Due to the dynamic properties of the 
time series recurrent networks are more considered as best 
networks as compared to feedforward networks. Error 
feedback of the network is employed as an input that helps to 
minimize the network error instead of using network output 
feedback and it enhances the overall performance of 
prediction. PSNN-EF can improve the performance of 
prediction, generate more accurate and slightly lower 
prediction error than other network models. Due to better 
performance level, we found that the proposed model is easy 
to use. This research can be further examined in future by 
testing the proposed model with more time series signals of 
different lengths and compare with other HONN models to 
ensure the significant forecasting performance. The system 
may not be stable, therefore Lyapunov functions can be used 
with this proposed model to address the stability issue in the 
network. To increase the reliability of forecasting the 
proposed model can be hybridizing with other models. 
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