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ABSTRACT 
 
The article is devoted to the problem of modeling the results 
of work in the field of mortgage lending. Currently, the re-
levance of the problems and prospects for the development 
of the mortgage market both in Russia as a whole and its 
subjects, as well as its impact on the economy and welfare of 
the country, is the subject of research by many scientists and 
researchers. The solution to the problem includes work on 
several blocks of tasks at once, namely: clarification of the 
conceptual apparatus; analysis of factors affecting the as-
sessment of mortgage risk; improving statistical models to 
identify unreliable borrowers; modeling of mortgage lending 
processes considering the peculiarities of regional economic 
development.Based on the methods of regression analysis 
and neural networks, a new technique has been developed 
that allows you to simulate the conversion of mortgage ap-
plications considering the current situation in the housing 
market and mortgages. Thus, the obtained models allow us to 
determine the dependence of the number of mortgage loans 
provided on the factors received. The constructed models are 
of practical importance, as well as the use of factors that play 
a key role in the formation of the mortgage market. 
 
Key words: Mortgage, mortgage lending market, modeling, 
neural networks 
 
1. INTRODUCTION 

 
It is not by chance that the housing sector has become one of 
the keys in the government’s strategy to overcome the crisis. 
Comfort and quality of living conditions is an indicator of 
the standard of living of citizens, which is a key issue of pub-
lic policy. But in recent years, the Russian economy has re-
peatedly experienced a crisis, including in the field of hous-
ing and mortgages. In this regard, it is important to develop 
statistical analysis tools aimed at modeling the mortgage 
lending market. It is most efficient to build models at the 
very early stages of the application life cycle, because more 
time is left for corrective action. If the flow of applications is 
large, then to attract additional employees to issue loans; if 
there are few applications, then pay more attention to attract-
ing applications, strengthen advertising or apply motivational 
measures for employees receiving applications. In accor-
dance with this goal, the article is supposed to solve the fol-
lowing problems: 

a) clarify the concepts of the apparatus used for the purposes 
of state statistical monitoring in the field of mortgage lend-
ing; 
b) to analyze the state, degree of development and main 
trends in the housing market and mortgages at the level of 
regions and the country as a whole; 
c) propose a data clustering model in order to increase the 
accuracy of forecast values; 
d) to generalize and systematize the results of the study, in 
order to determine the optimal tools for modeling the con-
version of mortgage applications, and their implementation 
in the banking sector. 

 
2. REVIEW OF LITERATURE 
 
Currently, the relevance of the problems and prospects for 
the development of the mortgage market both in Russia as a 
whole and its subjects, as well as its impact on the economy 
and welfare of the country, is the subject of research by 
many scientists and researchers. The solution to the problem 
includes work on several blocks of tasks at once, namely: 
clarification of the conceptual apparatus; analysis of factors 
affecting the assessment of mortgage risk; improving statis-
tical models to identify unreliable borrowers; modeling of 
mortgage lending processes considering the peculiarities of 
regional economic development. Each of these aspects has 
received coverage in the scientific literature. Most authors 
note a sharp change in the situation in the mortgage market. 
So, Lapteva E.V. analyzes the dynamics of average prices in 
the mortgage lending market of the Russian Federation [1]. 
Vilchinskaya E.K. He focuses on finding ways to solve the 
problems of housing mortgages, and considers ways to in-
crease its accessibility [2]. Simakova E.K. focuses on the 
state-legal regime for supporting mortgages as a factor in 
infrastructure development in a crisis [3]. Studying the prob-
lems of mortgage lending is impossible without using the 
modeling method described in E. Murzina and A. Burkov 
[4], [5]. These studies reflect the relevance of issues related 
to the planning of mortgage activities, and the topic requires 
further analysis and research. 
 
Despite a deep study of the topic under study and the high 
professionalism of the authors, the question of a comprehen-
sive analysis of indicators of the mortgage lending market 
remains open. It is necessary to combine the approaches of 
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the authors outlined in each of the works for a comprehen-
sive assessment of the state of the mortgage lending market. 
 
3. MATERIALS AND METHODS 

 
The research information base is made up of official data of 
the Federal State Statistics Service, reporting data of the 
Central Bank of the Russian Federation (CBR), JSC 
"DOM.RF", the Analytical Center for Mortgage Lending and 
Securitization "Rusipoteka", open data of the Public Joint 
Stock Company Sberbank of Russia, as well as materials of 
scientific publications, periodicals, official Internet sites and 
electronic media on the subject under study. 
 
To process the initial information and solve the tasks, the 
software packages “Microsoft Excel 2010”, “Statistica 12” 
and “SPSS 10” were used.The theoretical and methodologi-
cal basis of the study was the work of domestic and foreign 
authors in the field of statistics, economics, econometrics, as 
well as work on the modeling of mortgage lending processes. 
As research tools used multidimensional statistical methods 
of correlation, regression, cluster analysis, methods of neural 
networks, tabular and graphical methods for presenting the 
results of the study. 
 
4. RESULTS 
 
We will build models for converting mortgage applications 
by multiple regression at the stage of receiving applications. 
To search for the most accurate model, modeling was per-
formed using linear and ridge regression methods. The initial 
stage for modeling was the acceptance of applications. In 
order to exclude insignificant factors from the model, the 
methods of direct selection, sequential inclusion and reverse 
exclusion were used. 
As a result of parameter estimation by linear regression me-
thod, by the method of reverse exclusion of insignificant 
variables, it was possible to build the most accurate model - 
as a result, an equation of the form was obtained: 
 

ӯ	 = 	24,79	+ 	0,43x 	− 	2,63x 	+ 	0,10x , 
     t-values:(2,73)      (13,31)       (-2,72)       (2,45) 
whereӯ – number of loans granted, x1 – number of accepted 
applications, x2 – weighted average interest rate, x3 – dollar 
rate.  
 
Darbin-Watson coefficient is 2,048, DW>du ((4-
2,048)>1,799). The hypothesis of independence of random 
deviations is not rejected, autocorrelation is absent, at a sig-
nificance level of 0.05. The determination coefficient is 0.78, 
which indicates the good quality of the constructed model. 
The obtained parameters of the regression model are shown 
in table 1. 
 
Based on the t-test, we can conclude that the null hypothesis 
is rejected (|푡 .| > 푡 .(1,98)) at a significance level of 
0.05. Based on the p-level, it is clear that all factors of the 
constructed model are significant (p-level <0.05). To test the 
model for the adequacy of the distribution of residues and 

accuracy, Figures 1-2 show a histogram of the distribution of 
residues and a dispersion diagram. 

 
Table 1: Parameters of the multiple regression model 

Independent 
variables 

Standar
dized 
Regressi
on 
Coeffici
ents 

Standard
error 

Unstandar
dized 
regression 
coefficien
ts 

Stand
ard 
error 

Probabili-
ty  
of the null  
hypothesis 
for the 
free term  
of the 
equation 

Freemember - - 49,13 18,00 0,01 
Numberofaccepteda
pplications 0,84 0,06 0,44 0,03 0,01 

Weightedaverageint
erestrate -0,12 0,07 -2,63 1,53 0,04 

Dollarrate 0,09 0,06 0,10 0,07 0,04 
 

 
Figure 1: Histogram of the distribution of residues with a 

graph of normal distribution 
 

The histogram of the distribution of residues does not have 
critical deviations from the normal distribution graph, the 
model can be considered adequate. From figure 2. it can be 
seen that the line fits well on the data. The scatter of the ob-
served values is small, from which it was concluded that the 
dependence is close to linear. When substituting sample data 
into the equation, the selected method showed the best re-
sults among the models constructed by the linear regression 
method. The average approximation error of this model was 
12.14%. 
 

 
Figure 2: Scatter plot 
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The next stage in the life cycle of mortgage applications is 
the stage of operation of the suspensive condition. Modeling 
at the stage of operation of the suspensive condition is differ-
ent in that the risks related to underwriting applications are 
already excluded from the models. Therefore, the factor of 
the number of approved applications in the data will be of 
greatest importance. 
 
In the most accurate model constructed by the ridge regres-
sion method, the use of sequential inclusion of significant 
variables allowed us to obtain the greatest accuracy. As a 
result, an equation of the form was obtained: 

ӯ	 = 	25,81	+ 	0,59x 	+ 	2,05x , 
   t-values:      (2,61)    (14,20)    (-2,59) 
whereӯ – number of loans granted, x1 – number of approved 
applications, x2 – Weighted average interest rate in the Re-
public of Mari El. The Darbin-Watson coefficient is 1.836, 
DW> du (1.836> 1.789). The hypothesis of independence of 
random deviations is not rejected, autocorrelation is absent, 
with a significance level of 0.05. The coefficient of determi-
nation is 0.79. Table 2 shows the parameters of the regres-
sion model. 
 

Table 2: Parameters of the regression model 

Independent 
variables 

Standardize
d 
Regression 
Coefficients 

Standar
d 
error 

Unstandardize
d 
regression 
coefficients 

Standar
d 
error 

Probability  
of the null  
hypothesis for 
the free term 
of  
the equation 

Free mem-
ber - - 25,81 16,02 0,01 

Numberof 
approved 
applications 

0,81 0,06 0,59 0,04 0,01 

Weighted 
average 
interestrate 

-0,09 0,06 -2,05 1,29 0,02 

 
Based on the t-criterion, we can conclude that the null hypo-
thesis is rejected (|푡 .| > 푡 .(1,98)) at a significance level 
of 0.05. Based on the p-level, it is clear that all factors of the 
constructed model are significant (p-level <0.05). To test the 
model for adequacy and compliance with real data, a histo-
gram of the distribution of residues and a scatter plot was 
constructed (Figures 3-4). 
 

 
Figure 3: Histogram of the distribution of residues with a 

graph of the normal distribution 

The distribution schedule of the residues does not have criti-
cal deviations from the normal distribution schedule. Figure 
4 shows that the straight line lays well on the data - this indi-
cates that the dependence is close to linear. To determine the 
possibility of using the model in practice, the average ap-
proximation error was calculated - 9.12%. 
 

 
Figure 4: Scatter plot 

 
 

Table 3: Parameters of neural networks 

Networksettin
gs 

1. 
Multilayerperce

ptron 
3-4-1 

2. 
Multilayerperce

ptron 
3-3-1 

3. 
Multilayerperce

ptron 
3-3-1 

Quality on the 
training sam-
ple 

0,86 0,92 0,87 

Quality on the 
control sample 0,9 0,94 0,9 

Quality on the 
test sample 0,99 0,97 0,98 

Error on the 
training sam-
ple 

2,7 1,6 2,6 

Error on the 
control sample 1,6 1,34 2,1 

Error on the 
test sample 0,75 0,47 0,32 

Learningalgor
ithm 

Broyden-
Fletcher-
Goldfarb-

Shanno Algo-
rithm 6 

Broyden-
Fletcher-
Goldfarb-

Shanno Algo-
rithm 128 

Broyden-
Fletcher-
Goldfarb-

Shanno Algo-
rithm 6 

Errorfunction Sumofsquares Sumofsquares Sumofsquares 
HiddenNeuro
nActivationFu
nction 

Logistic Hyperbolic Sinusoidal 

Functionofinp
utneurons Exponential Hyperbolic Exponential 

 
In order to increase the accuracy of the forecast values of the 
conversion models of mortgage applications, we will con-
struct similar models using the neural network method. To 
compare the accuracy of the models, we will use the indica-
tor of the average approximation error. Based on the results, 
it will be possible to conclude which methods are best used 
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in practice when modeling the conversion of mortgage appli-
cations in the Republic of Mari El. 
We will build models using the neural network method at the 
stage of receiving applications. As a result of the calcula-
tions, the 3 most optimal neural networks were selected. 
Network parameters are presented in table 3. 
 
All constructed models have a multilayer perceptron struc-
ture. The difference between the first model is that in the 
second layer the model has 4 neurons, while the rest of the 
models have 3. The second model has a learning algorithm, 
but, in general, the networks are very similar in many ways, 
and this proves insignificant differences in performance indi-
cators. In terms of error, the second network is best. The his-
togram of the remnants of the network No. 2 multilayer per-
ceptron 3-3-1 is presented in Figure 5. 

 

 
Figure 5: Histogram of the distribution of residues network 

No. 2 Multilayer perceptron 3-3-1 
 

Of the 3 networks that showed the best results, only network 
number 2 can be used in practice. The approximation error 
for this network was 9.79%, which is 2.14% lower than the 
average approximation error of the best model constructed 
by the multiple regression method for the total sample at the 
application acceptance stage. 
We construct the model by the method of neural networks at 
the stage of operation of the suspensive condition. The para-
meters of the neural networks that showed the best results are 
shown in table 4. 
The table shows that neural networks based on the radial 
basis function showed worse results compared to networks 
with a multilayer perceptron structure. The greatest efficien-
cy and the smallest error can be observed in the network No. 
3 Multilayer perceptron 2-3-1. 
As a result of the analysis of the constructed networks, data 
were obtained that the network No. 3 (Multilayer perceptron 
2-8-1) has the highest accuracy - 9.02%. For comparison, we 
construct a graph of the average error of approximation of 
the best models obtained by multiple regression methods and 
neural networks from a common sample. 
 

 
Figure 6: Diagram of the average error of approximation of 
the most accurate models constructed by the method of neur-

al networks and multiple regression for the total sample 
 

Table 4: Parameters of neural networks 

Networks
ettings 1.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-8
-1

 
2.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-6
-1

 
3.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-8
-1

 
4.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-8
-1

 
5.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-3
-1

 
6.

 
M

ul
til

ay
er

pe
rc

ep
tr

on
 2

-9
-1

 

7.
 

M
ul

til
ay

er
pe

rc
ep

tr
on

 2
-7

-1
 

Quality 
on the 
training 
sample 

0,93 0,88 0,93 0,91 0,93 0,93 0,93 

Quality 
on the 
control 
sample 

0,91 0,93 0,91 0,93 0,91 0,91 0,91 

Quality 
on the test 
sample 

0,98 0,99 0,98 0,98 0,98 0,97 0,98 

Error on 
the train-
ing sam-
ple 

1,49 2,48 1,49 1,9 1,5 1,4 1,49 

Error on 
the con-
trol 
sample 

1,43 1,27 1,43 1,11 1,42 1,41 1,38 

Error on 
the test 
sample 

0,2 0,24 0,2 0,28 0,19 0,33 0,33 

Learninga
lgorithm 

Broy-
den-

Fletch
er-

Gold-
farb-
Shan-

no 
Algo-
rithm 

7 

Broy-
den-

Fletcher-
Gold-
farb-

Shanno 
Algo-

rithm 5 

Broy-
den-

Fletch
er-

Gold-
farb-
Shan-

no 
Algo-
rithm 

7 

Broy-
den-

Fletcher-
Gold-
farb-

Shanno 
Algo-

rithm 6 

Broy-
den-

Fletch
er-

Gold-
farb-
Shan-

no 
Algo-
rithm 

7 

Broy-
den-

Fletcher-
Gold-
farb-

Shanno 
Algo-

rithm 19 

Broy-
den-

Fletch-
er-

Gold-
farb-

Shanno 
Algo-

rithm 8 

Errorfunct
ion 

Sumof
square

s 

Sumofsq
uares 

Sumof
square

s 

Sumofsq
uares 

Sumof
square

s 

Sumofsq
uares 

Sumofs
quares 

HiddenNe
uronActiv
ationFunc
tion 

Identi
cal Identical Identi

cal 
Exponen

tial 
Identi

cal 
Exponen

tial 
Identica

l 

Functiono
finputneur
ons 

Identi
cal 

Exponen
tial 

Identi
cal Identical Identi

cal 
Hyperbo

lic 
Logisti

c 

 
5. CONCLUSION 
 
Based on the indicator of the average approximation error, 
the greatest accuracy is shown by models constructed by the 
neural network method. It should be noted that at the stage of 
receiving applications, the accuracy of the best model ob-
tained by the neural network method is 2.35% higher than 
the accuracy of the best model constructed by the multiple 
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regression method and is 9.79%. At the stage of operation of 
the suspensive condition, the accuracy of the model con-
structed by the neural network method in terms of the aver-
age approximation error is higher by 0.1% and amounts to 
9.02%. 
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