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ABSTRACT 
 
Talk about the era we are living in today, is not limited to just 
include the living creatures but also the most important aspect 
upon which these living creatures are now more rely i.e., 
“Information”. There is an abundance of information against 
every aspect available on this planet. So, the term “Data” is 
too concise to encapsulate this “Information”. Hence, the era 
of Big Data come into existence. Data is now big enough (in 
terms of volume, variety, value, veracity, velocity) that 
without proper techniques and methods it is not possible to 
frame a definite set of knowledgeable data. A need to mine 
this deep ocean of information to get knowledgeable data 
results in the various Data Mining techniques. In this paper, a 
reflection of all the major data analysis techniques and how 
the traditional models are replaced by the new emerging 
technologies based on machine learning or deep learning is 
presented. Partition-based clustering is the most commonly 
used technique of unsupervised learning; in this paper, 
Improved K-Means and Grid K-Means algorithms are used to 
form clusters for four publically available datasets. The 
effectiveness of these clusters is evaluated using seven 
different Cluster Validity Indexes. Results show that 
VCVI-index and BVCI-index outperform among all other 
CVIs.  
 
Key words: Cluster Validity Index, CVIs, Grid K-Means, 
Improved K-Means, Machine Learning Techniques, 
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1. INTRODUCTION 
 
World is today linked with several heterogeneous sources that 
collaboratively forms a pool of data. The reason behind is the 
evolution in the technology like Internet of Things, 
Distributed Computing or Cloud Computing that are driven 
by the applications that are more advance in computation as 
well as in performance [1]. As a result, at present there is such 
a huge amount of data that need to be properly managed, 
accessed, secured and updated. Big Data play a responsive 
role to fulfill all aspects of requirements. The data generated 
from different sources are big as well as complicated enough 
 

 

that only human efforts are not capable for their inferential 
analysis. By letting the machines to learn things and think as 
humans do, such problems can be sorted more accurately and 
in less time. Hence, “Machine Learning” as the name suggests 
making a machine that much capable to discover knowledge 
and give out intelligent decisions from the data sets, comes 
into play. Based on the learning methodology, a machine can 
adopt supervised, unsupervised or reinforcement learning [2]. 
A brief introduction of these three types of learning 
techniques is discussed in this section. More emphasis is 
given to unsupervised learning techniques that include data 
clustering. 

1.1 Machine Learning Techniques 
Machine Learning is a branch of artificial intelligence [3] that 
mainly includes the techniques that are capable enough to 
make a computer system learn from the existing patterns and 
take decisions [4]. As mentioned above, learning mechanism 
is divided into three classes: supervised learning, 
unsupervised learning, and reinforcement learning [2] as 
shown in the below Figure 1. 
 
 
 
 
 
 
 
 
 

Figure 1: Machine Learning Classification 

A. Supervised Learning 
Supervised learning, name itself implies that performance of 
learning algorithm is analyzed by the supervisor to decide 
whether the decision is good or bad. The dataset is completely 
labeled i.e., class labels are already known and the learning 
algorithm verify whether, the performed action is correct or 
not. Commonly used algorithms that fall in this category are: 
Support Vector Machine [5], Random Forest [6], Neural 
Network [7], Regression [8] and Classification [9]. 
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B. Unsupervised Learning 
In this category, there is no prior knowledge of the labels in 
the dataset. The algorithms are designed in such a way that 
they are capable of finding the similarity between the data 
items and then, define the labels. Commonly used algorithms 
in this category are: Clustering Algorithms [10], 
Self-Organizing Neural Networks [11]. 

C. Reinforcement Learning 
Reinforcement Learning is the very generic learning 
framework for sequential decisions i.e., models under this 
category are capable of generating sequence of decisions. In 
this learning technique, software agents are trained in such a 
manner that they can take actions in a given environment so 
that they can maximize the cumulative reward in that 
particular environment. Some reinforcement learning 
algorithms are: Q learning, Deep Q Network [12], Deep 
Deterministic Policy Gradient [13]. 

The main focus of this paper is towards the unsupervised 
learning techniques specific to data clustering. Various cluster 
validation methods are discussed in the next section followed 
by an experimental analysis to compare the performance of 
different cluster validity indexes in the further sections. 

1.2 Clustering 
Clustering is defined as an unsupervised learning technique 
that groups the data objects without the prior knowledge of the 
labels or classes [14]. The grouping or clustering of data items 
is based on the principle that similarity of data items within 
the cluster or group (intra-cluster similarity) should be 
maximum and similarity of data items among others clusters 
(inter-cluster similarity)  should be minimum[15]. Among 
various data analysis techniques, clustering has its wide 
applications in the field of pattern recognition, information 
retrieval, image processing, market research etc [16]. 

Currently, there are numerous clustering algorithms to deal 
with the different categories of datasets. During the 
development phase of these algorithms, the processing 
efficiency, accuracy and performance is enhanced in a very 
steep manner. The clustering algorithms are divided into five 
main categories: the partitioning-based algorithms [10], the 
hierarchical-based algorithms [12], density-based algorithms 
[17], grid-based algorithms [18] and the model-based 
algorithms [19]. Among all mentioned clustering algorithms, 
the partitioning-based algorithms are most prominent. 
K-means partitioning algorithm in this category has gain 
popularity because it is simple to implement and is more 
effective. K-means algorithm lacks stability because of 
random selection of the initial cluster centers and due to 
different parameter settings; it may produce different clusters 
for the same dataset. Later on, several improvements have 
done to improve the selection of initial cluster centers [20] [21] 
by predefining the value of K (number of clusters). 

1.3 Cluster Validity Index 
 The empirical rule(2 ≤ 퐾 ≤ √푛), gives the number of 

clusters for dataset that always lies in a fuzzy interval. Hence, 
practically it is difficult to identify the value of K-optimal 
(Optimal number of clusters for a dataset.) [22]. Cluster 
Validity Index (CVI) has been developed to validate cluster as 
well as to identify the K-optimal value for a given dataset [23]. 
For every different cluster number, the clustering results are 
evaluated respectively. Cluster with optimal index value will 
correspond to the optimal partition of the dataset. The several 
CVIs used are: Dunn’s Index [24] (DI-index), Davies-Bouldin 
Index [25] (DBI-index), Ibai Gurrutxaga Index [26] 
(COP-Index), Calinski Harabasz Index [27] (CH-index), 
Bandyopadhy Index [28] (I-Index), Variance based Clustering 
Validity Index [29] (VCVI) and BCVI [30]. 

In the following sections, a brief literature study, 
methodology used and experimental analysis has been done 
over two UCI machine learning datasets and two simulated 
datasets. Results are presented in a tabular form for the sake of 
simplicity. 

2. RELATED STUDY 
 
The partition based algorithms divide the input dataset into 
different groups that are commonly known as clusters. The 
groups are made in such a way that the data items within a 
group are as similar as possible and data items in different 
groups are dissimilar. In order to evaluate how good a 
partition, Cluster Validity Indexes are used. CVIs are the key 
aspect that helps in optimizing and determining the 
K-Optimal [31]. Numerous CVIs have been proposed in order 
to make significant evaluation of clusters. For simplicity, 
CVIs are categorized into three types: CVIs based on the 
fuzzy division of datasets [32], CVIs based on the statistical 
knowledge of the dataset [33] and CVIs based on the 
geometry of the datasets. Xie-Beni [32] CVI is a fuzzy based 
method that collaborate objective function, structure of the 
dataset and degree of membership to evaluate the cluster. The 
basic limitation of fuzzy based CVIs is their poor performance 
on the results of hard clustering algorithms [34]. In-Group 
Proportion (IGP) [33] CVI is based on the statistical 
knowledge of the datasets. IGP uses intra cluster ratio of all 
the data points to evaluate the cluster performance and hence, 
it is not suitable for large datasets to determine the K-Optimal 
[35]. Numerous CVIs have been proposed based on the 
geometric structure of datasets (DI-index, DBI-index, 
COP-Index, CH-index, I-index, VCVI, BCVI etc.). Most of 
the CVIs in this category rely on the assumptions that partition 
of dataset into clusters is already in the optimal form. 
However, in most of the cases the optimal clusters are not 
known [6]. 

In today’s world, dimensionality and size of the dataset is 
large enough that result in high computational and imbalanced 
performance of the CVIs [36]. Therefore, it’s hard to find the 
K-Optimal value efficiently for all the datasets. For a 
spherical distributed dataset, CVIs effectively measures the 
coherence within the cluster and separation between the 
clusters [37]. However, for datasets having non-spherical 
distribution of data items, datasets containing outliers, 
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datasets containing overlapping values and datasets having 
variant cluster sizes or densities; it is difficult to find 
K-Optimal value. Undoubtedly, there are the CVIs for the non 
spherical and datasets having large degree of overlapping. 
But, most of the CVIs are inefficient in terms of effectiveness, 
computation and accuracy [38]. In [29], the proposed VCVI 
has overcome all these shortcomings by taking comparatively 
less computational time and high efficiency. The 
computational time of VCVI has further improved in [39], a 
new method BCVI has been proposed that is more optimal 
and efficient in finding the index values for different clusters. 

3. METHODOLOGY USED 
 
The experimentation is carried out over the four publically 
available datasets (4K2, Aggregation, Iris, Hayes Roth) as 
shown in the Table 1. The dataset 4K2 has 400 data points and 
2 dimensions, the Aggregation dataset has 754 data points and 
2 dimensions, the Iris dataset has 150 data points and 4 
dimensions and the Hayes Roth dataset has 132 data points 
and 5 dimensions. Two clustering algorithms viz. Improved 
K-Means [27] and Grid K-Means [37] are used for the 
purpose of cluster formation for these four datasets.  For the 
performance validation of the clusters formed, seven well 

known cluster validation indexes (DI-index, DBI-index, 
I-index, CH-index, COP-index, VCVI-index and 
BCVI-index) are used. The empirical rule (2 ≤ 퐾 ≤ √푛) 
is used to find out the range of maximum number of clusters 
for a dataset. The K-Optimal value for every data set is 
identified using respective CVIs. Table 1 shows the 
K-Optimal value, Range of K, corresponding to each dataset. 
The step by step process is as shown in the Figure 2. 
 

Table 1: Details of datasets 
 

Datasets Samples (N) K-Optimal Range of K 

4K2 400 4 [2, 20] 

Aggregation 754 6 [2, 27] 

Iris 150 3 [2, 12] 

Hayes Roth 132 3 [2, 11] 

 
 

 
 

 
 

Figure 2: Framework used for analysis 
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Table 2: Standardized CVI values and K-Optimal values of different datasets 
 

Dataset 4K2 Aggregation Iris Hayes-Roth 

 K-Optimal CVI K-Optimal CVI K-Optimal CVI K-Optimal CVI 

Improved 
K-Means 

DI-Index 2 30 24 30 11 30 9 30 
DBI-Index 4 9.6439 4 18.772 2 10.423 2 25.231 

I-Index 3 30 2 30 3 30 2 30 
CH-Index 4 30 18 30 3 30 11 30 

COP-Index 4 15.387 4 23.798 2 14.713 2 25.866 
VCVI-Index 4 1.7574 6 4.422 3 5.687 3 5.721 
BCVI-Index 4 1.6384 6 4.324 3 4.442 3 6.432 

Grid 
K-Means 

DI-Index 4 150 25 150 11 150 10 150 
DBI-Index 4 45.242 4 95.266 2 46.635 2 76.80 

I-Index 2 150 4 150 2 150 2 150 
CH-Index 4 150 26 150 2 150 11 150 

COP-Index 4 70.326 5 77.627 2 46.695 10 121.21 
VCVI-Index 4 9.548 6 22.109 3 19.91 3 15.521 
BCVI-Index 4 5.260 6 11.109 3 8.91 3 17.723 

 
4. EXPERIMENTAL ANALSIS 
 
Table 2 shows the experimental results. For a particular 
dataset, results are obtained for all the clusters within the 
range of K and only the optimal values are presented in the 
Table 2. The measured values are used for the comparative 
analysis of six different CVIs with respect to Improved 
K-Means and Grid K-Means. For sake of simplicity, values in 
the Table 2 are graphically shown in the below figures. 

4.1 Analysis of 4K2 Dataset  

 
 

Figure 3: Standardized CVI values of 4K2 dataset (Improved 
K-Means) 

 

 
Figure 4: Standardized CVI values of 4K2 dataset (Grid K-Means) 

The 4K2 dataset contains 400 sample points for which the 
range of K lies in an interval of [2, 20] as per the empirical 
rule. The evaluated CVI values for dataset 4K2 are 
graphically represented in the Figure 3 and Figure 4. The 
K-Optimal value is plotted along with CVI values for 
different indexes using Improved K-Means and Grid 
K-Means. The DI-Index (2, 30) and I-index (3, 30) are unable 
to find the optimal clusters for dataset 4K2 when partitioning 
is done using Improve K-Means as well as ( DI-Index (4,150) 
and I-index (2, 150)) when partitioning is done using Grid 
K-Means. The optimal clusters for 4K2 dataset obtained from 
remaining five indexes are plotted in the Figure 3 and Figure 4 
by using both Improved K-Means and Grid K-Means 
respectively. The VCVI and BCVI index shows better 
performance among all other CVIs. Both VCVI and BCVI 
have got four optimal clusters with CVI value 1.757 and 1.638 
respectively for Improved K-Mean whereas for Grid 
K-Means, VCVI and BCVI have got 9.548 and 5.26 
respectively. 

4.2 Analysis of Aggregation Dataset 
 

 
Figure 5: Standardized CVI values of Aggregation dataset 

(Improved K-Means) 
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Figure 6: Standardized CVI values of Aggregation dataset (Grid 
K-Means) 

 
The Aggregation dataset contains the 754 samples and the 
range of K using empirical rule is [2, 27]. From Figure 5 and 
Figure 6, it has been observed that the DI-Index, CH-Index 
and I-Index are unable to get the optimal number of clusters 
for both Improved K-Means and Grid K-Means. The VCVI 
has got six optimal clusters for both Improved K-Means and 
Grid K-Means with CVI values 4.422 and 22.109 
respectively. The BCVI has got same six optimal clusters for 
both Improved K-Means and Grid K-Means with CVI values 
4.324 and 11.109 respectively. 

4.3 Analysis of Iris Dataset 
 

 
Figure 7: Standardized CVI values of Iris dataset (Improved 

K-Means) 
 
 

 

Figure 8: Standardized CVI values of Iris dataset (Grid K-Means) 
 

The Iris dataset contains 150 sample points and the range of K 
is [2, 12]. Figure 7 depict that CH-Index, I-index, 
VCVI-Index and BCVI- Index are able to find the optimal 

clusters but only VCVI and BCVI has got the lowest CVI 
values for Improved K-Means clustering. The DI-Index is 
unable to find the optimal cluster number where as the 
DBI-Index and COP-Index is able to obtain near optimal 
cluster partition with CVI value 10.423 and 14.713 
respectively. Figure 8 shows that only VCVI and BCVI are 
able to get the optimal clusters with CVI values 19.91 and 
8.91 respectively for Grid K-Means. DI-Index is not able to 
get the optimal cluster number where as DBI-Index, I-Index, 
CH-Index and COP-Index is able to get the near optimal 
clustering partition. 

4.4 Analysis of Hayes-Roth Dataset 
 

 
Figure 9: Standardized CVI values of Hayes Roth dataset (Improved 

K-Means) 
 
 

 
 

Figure 10: Standardized CVI values of Hayes Roth dataset (Grid 
K-Means) 

 
The Hayes Roth dataset has 132 sample points with five 
dimensions. The range of K lies in interval of [2, 11] 
according to empirical rule. The calculated standard values of 
different CVIs are listed in Table 2 and are plotted in Figure 9 
and Figure 10. In Figure 9, it has been observed that VCVI 
and BCVI are able to get the optimal clustering partitioning 
with CVI values 5.721 and 6.432 respectively. The 
BCVI-Index has got higher CVI value as compared to the 
VCVI-Index. DBI-Index, I-Index and COP-Index is able to 
get the near optimal clusters whereas DI-Index and CH-Index 
are not able to get the optimal cluster partitioning for 
Improved K-Means. Figure 10 clearly shows that 
VCVI-Index and BCVI-Index are able to get the optimal 
clustering partitioning with CVI values 15.521 and 17.723 
respectively. Again, the VCVI-Index has shown lower CVI 
value among all other CVI indexes for Grid K-Means. 
DBI-Index and I-Index are able to get the near optimal 
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partition where as COP-Index, CH-Index, DI-Index are not 
able to get the optimal clustering. 
 
5. CONCLUSION AND FUTURE WORK 
 
The partitioning based clustering algorithms are the most 
commonly used algorithms in the unsupervised machine 
learning technique. Irrespective of various clustering 
algorithms, different CVIs shows different results for the 
same dataset. The availability of numerous CVIs creates 
dilemma for a data analyst selection of an appropriate CVI for 
evaluation. Also, in traditional partitioning algorithms need to 
set the value of K (number of clusters) in advance. So, an 
optimal value of K (K-Optimal) for a dataset is very hard to 
find in traditional cluster partitioning algorithms. Improved 
K-Means and Grid K-Means algorithms overcome this 
limitation and help in finding the value of K-Optimal in a very 
effective manner. In this paper, the performance of seven 
CVIs is evaluated for four publically available datasets. 
Moreover, two distinct algorithms viz. Improved K-means 
and Grid K-Means are used for cluster formation. From the 
experimental analysis, it has been observed that VCVI-Index 
and BCVI-Index out performs among all other CVIs. In future, 
this work can be further extended to analyze large datasets and 
some heuristic techniques can be used to form clusters. 
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