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ABSTRACT 
 
The student is a part of the national aspiration which will be 
lead to future advancement. The student should has high 
integrity as a reflection of the academic ability which 
thereafter pursued their study at university. The science 
absorption during study measurable base on the academic 
grade. To proved how science has been accepted by the 
student, it could be measured from the student thesis. 
However, the relationship between the academic grade and 
the student research topic is mostly irrelevant. Mastery of 
science and research themes has no correlation, therefore the 
student's ability to accomplished the research was not 
properly. In order to map the research field, the coursework 
and student research field interest can be done by grade 
classification. The data classifier technique can use the simple 
Naive Bayes method with fairly accurate output. It could be an 
intake for the student to choose the research topic which suits 
their academic grade. 
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1. INTRODUCTION 
 
The pandemic COVID 19 has been damage the economic 
sector and education as well.  University is a center of 
intellectualism development for nation generation 
sustainability [1] and it should become attention to improve 
and enhance the quality in all aspects. 
 
The enhancement of the university quality can be done by 
improving the student creativity, skill and team workability     
[2], performance lecturer enhancement [3] and information 
technology enhancement [4],  time discipline and the parent 
support [5]. 
 
The student intellectual could be measured base on the 
academic achievement that affected by the discipline and 
support from campus.  The student career development can be 
set up before by the student successful forecasting during the 
study period. Some research methods could be applied for 
forecasting the student study successful, such as Tree 
Decision Method [6] [7], Deep Learning method [8][9] , 
Neural network [10][11] [12][13], Expert System [14], 

Symbiotic structure learning algorithm and feed-forward 
neural-network Method [15], Best-Worst Method [9], etc. It 
shows how interested the researcher to create a model for 
student career development.Thus methods are a part of the 
data mining method.  Data mining is a statistic technic that 
processing the big data by regression, association rule, 
clustering, classification, forecasting and sequence analysis 
in order to extract the data become valuable information. 
 
The study object is the last semester student of the Computer 
Science school at Indo Global Mandiri University, South 
Sumatera Indonesia. The current problem which occurs is the 
percentage of the student who can accomplish the final 
assignment on schedule with grade B is 53%, and the student 
can graduate out of schedule is 47%.  Grade A or B for the 
thesis will be awarded for the student who can settle the 
problem by the right problem-solving. 
 
One of the ways to identify science acceptance during the 
study period is by doing an assessment of the student thesis.  
The ability to solved the problem scientifically is affected by 
experience and the mastery of the knowledge. The student's 
ability to stimulate and also support from campus can help the 
student to accomplished the thesis properly [16].   
 
One of the universities effort to assist the student to 
accomplish their thesis is to give them the input to choose a 
research topic which suits to their talent and academic 
achievement [14]. Normally, the student determined the 
research topic base on the trend, lecturer instruction, and the 
school mate suggest as well. But sometimes, it does not works, 
since the student does not well understand the theoretics.   
 
Therefore, there is needed a model to determined the research 
topic so that the student can choose the right research topic 
base on the academic achievement. To create a prediction 
model, one of the methods utilized is the classification 
technique. some classification methods at data mining are 
Naïve Bayes Classifier, Decision tree, Neural Networks, and 
Support Vector Machine [17]. 
 
In this study, the classification method utilized is Naïve Bayes 
Method.  The Naïve Bayes Method often utilized to predict 
the student academic activity [17][18][19][20][21][22][23] 
dan environment social [24]. 
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Generally, classification on the naïve Bayes method resulting 
in 2 targets, anyway in the adaptation on the case study in the 
real condition, it could be developed and resulting in 3 targets 
[25]. Based on the results of research comparing the 
performance of the Naïve Bayes Method with other methods, 
it shows that the performance of the Naïve Bayes Method is 
much better [26]  [27] [28] 
Besides that, the naïve Bayes method is already replicated in 
any disciplined study [29] to settled the classification data 
problem. And also, the calculation formula of the probability 
value is applicable to the more accurate result.   
This study is expected can be given an input to the student of 
the computer science school at Indo Global Mandiri 
University as an intake to take the best research topic in order 
to minimalize student lateness in the accomplished thesis. 
 
2. METHODOLOGY 
 
2.1 Research Approach 
 
This study is feedback from some research on the same topic 
and method. Step to complete this research shown on the 
Figure 1. 
 

 
Figure 1 : Research Approach 

 
2.2 Naive Bayes method 
 
Naïve Bayes is a classification method by calculating the 
probability of each level. Naïve Bayes was famous by a British 
scientist is Thomas Bayes. 
The Naive Bayes algorithm predicts future events based on 
previous events.Bayes naive algorithm produces 
classification accuracy values. This algorithm is quite simple 
but produces strong (naive) assumptions with an incidence of 
incidence  [30] 
Naïve Bayes method, generally results in 2 targets [25], 
anyway, for this study, it has 4 targets  
Using the formula that is 

 
P(H|X) =  

 
Where can it be explained that : X = unknown class data; H = 
data hypothesis X is a specific class; P(H) = Probability 
Hypothesis H (previous probability); P(X)  =  Probability of X; 
P (H |X) = Probability of hypothesis H based on X conditions  
(posterior probability); P (X |H) = Probability of X based on H 
conditions. 
 

2.3. Relationship between coursework and research 
theme 

Base on the student mark sheet, and so the student choose the 
coursework which supported the research theme.  The 
research theme determined base on the curriculum at 
computer science school.  Identification of the coursework 
mastery, if the coursework gets grade B. The correlation 
between coursework and research theme, can be explained on 
the table 1. 
 

Table 1 : The relationship between courses and research 
themes 

coursework research theme 
Data mining, Decision supporting 
system 

Smart System 

Computer Graphic, Games 
programming, Smart games 

Computer graphics 
and animation 

Database, Interface programming, 
Knowledge Engineering, 
Enterprise system 

Database  

Computer network, Network 
Programming, Network wireless, 
Machine Education 

Networking   
 
 

 
2.4. The relationship between the research theme and the 
research topic 

 
In the process of proposing a thesis title, students must 
determine the research theme of their research interest. 
Choosers of themes related to the research topic.The 
relationship between research themes and research topics can 
be explained in the table 2. 

 
Table 2 : The relationship between the research theme and 

the research topic 
research theme research topic 

 Smart System Application of algorithms, 
Case-based Decision Support 
Systems, Artificial Intelligence 

Computer 
Graphic and 
animation  

Games 

Database  System base on knowledge, 
warehouse,  Enterprise System 

Networking   
 

System Security, Monitoring and 
remote 

 
3.  RESULT DAN ANALYSIS 
 
In this phase, explain how the algorithm naïve bayes work on 
the dataset.  In line to the research approach, each step 
explained as below: 
 
Phase 1: Pre-processing 
This study utilized 150 student records of the computer 
science school between 2017 and 2019.  Each record was 
taken 13 point data.  The point data comes from 13 

P(X|H) P(H) 
P(X) 

..................................... 
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coursework which explained on table 1, they are a Games 
programming (X1), computer network (X2), Data mining 
(X3), Interface programming (X4), Database (X5), Computer 
Graphic (X6), Network Programming (X7), Machine 
Education (X8), Knowledge Engineering (X9), Smart Games 
(X10),  Network wireless (X11), Decision supporting system 
(X12), Enterprise system (X13). 
All data which consisted of grade A, B, C, and E. all data are 
transformed into numeric data with criteria A = 4, B = 3, C = 
2, E = 1. If the student did not take the coursework because it's 
the optional coursework,  given value 1. This step is also 
known as preparation data. In this study data which show only 
20 data. The result transformed the data described in table 3. 

 
Table 3 : The transformation of 13 student grade data 

 X1 X2 X3 X4 X5 X6 X7 X8 X9 X1
0 

X1
1 

X1
2 

X1
3 

1 3 3 2 3 4 4 4 4 3 4 3 4 1 
2 3 2 3 3 3 3 1 3 3 3 3 4 4 
3 4 3 3 3 3 3 1 3 3 3 3 4 4 
4 3 2 3 3 3 3 1 3 3 1 3 4 3 
5 4 4 2 4 4 3 4 3 3 4 3 4 1 
6 4 4 2 4 4 3 4 3 2 3 3 2 1 
7 4 4 3 4 3 2 1 3 2 3 3 3 4 
8 3 3 4 3 3 4 4 3 2 3 3 3 3 
9 3 4 2 4 3 3 4 3 2 3 3 2 4 
1
0 2 3 3 4 3 2 4 3 2 3 2 2 3 

1
1 4 4 3 4 4 4 4 3 3 3 3 3 1 

1
2 4 4 4 3 4 3 4 3 3 3 2 3 1 

1
3 3 4 3 4 4 3 4 3 3 3 3 3 3 

1
4 3 4 2 4 4 4 4 2 4 4 2 2 1 

1
5 3 4 2 4 3 3 4 3 2 2 3 3 1 

1
6 3 4 3 4 4 3 4 3 2 2 3 3 1 

1
7 3 4 2 3 2 2 3 3 3 3 3 3 2 

1
8 3 4 3 4 4 2 1 4 3 4 4 4 4 

1
9 3 3 2 4 3 3 3 2 3 4 3 3 1 

2
0 3 3 3 4 3 4 1 4 3 4 3 4 3 

 
The next step, early classification process for each record. It 
was aimed to grouped the database on a certain research topic. 
The early classification is shown in table 4. 
 

Table 4.: Initial classification for datasets 

No 
Initial 

Classificatio
n 

No 
Initial 

Classificatio
n 

1 c4 11 c1 
2 c3 12 c2 
3 c3 13 c3 
4 c3 14 c2 
5 c4 15 c2 
6 c4 16 c4 
7 c2 17 c2 
8 c2 18 c3 
9 c2 19 c4 

10 c2 20 c1 
 

Classification Code  c1 = Smart System, c2  = Computer, 
Graphic and Animation, c3 = database, c4  = networking.   

Phase 2: Naive Bayes Calculation 
The Naïve Bayes calculation is calculated P(H), P(H|X), the 
probability value for each class with utilized the naïve Bayes 
formula, as below: 
a) Probability calculation each class P (H) 

 
P(H = c1) = 12/120 = 0,10 
P(H = c2) = 48/120 = 0,40 
P(H = c3) = 32/140 = 0,27 
P(H = c4) = 28/120 = 0,23 

 
b) Determination of the probability of each subject 

variable P(X|H) 
 
The calculation for each variable in each course uses 
the Naive Bayes formula. In this case, the total of 
courses = 13, then the calculation is done 13 times for 
each class. The results are shown on table 5. 

 
Table 5 : Probability determination for each variable of the 

coursework P(X|H) 
P(c1) P(c2) P(c3) P(c4) P(c1) P(c2) P(c3) P(c4)

X1 = 4 0,33 0,17 0,25 0,29 X2 = 4 0,33 0,50 0,25 0,43
X1 = 3 0,33 0,75 0,75 0,71 X2 = 3 0,67 0,50 0,50 0,57
X1 = 2 0,33 0,08 0,00 0,00 X2 = 2 0,00 0,00 0,25 0,00
X1 = 1 0,00 0,00 0,00 0,00 X2 = 1 0,00 0,00 0,00 0,00  

 
P(c1) P(c2) P(c3) P(c4) P(c1) P(c2) P(c3) P(c4)

X3 = 4 0,00 0,17 0,00 0,00 X4 = 4 0,33 0,58 0,50 0,29
X3 = 3 1,00 0,42 0,75 0,14 X4 = 3 0,33 0,33 0,38 0,71
X3 = 2 0,00 0,42 0,25 0,86 X4 = 2 0,33 0,08 0,13 0,00
X3 = 1 0,00 0,00 0,00 0,00 X4 = 1 0,00 0,00 0,00 0,00  

P(c1) P(c2) P(c3) P(c4) P(c1) P(c2) P(c3) P(c4)
X5 = 4 0,33 0,17 0,38 0,57 X6 = 4 0,67 0,33 0,00 0,14
X5 = 3 0,33 0,75 0,63 0,43 X6 = 3 0,00 0,42 0,75 0,86
X5 = 2 0,33 0,08 0,00 0,00 X6 = 2 0,33 0,25 0,25 0,00
X5 = 1 0,00 0,00 0,00 0,00 X6 = 1 0,00 0,00 0,00 0,00  

P(c1) P(c2) P(c3) P(c4) P(c1) P(c2) P(c3) P(c4)
X9 = 4 0,00 0,08 0,25 0,00 X10 = 4 0,33 0,08 0,25 0,57
X9 = 3 0,67 0,50 0,63 0,71 X10 = 3 0,67 0,83 0,50 0,29
X9 = 2 0,33 0,42 0,13 0,29 X10 = 2 0,00 0,08 0,13 0,14
X9 = 1 0,00 0,00 0,00 0,00 X10 = 1 0,00 0,00 0,13 0,00  
 

P(c1) P(c2) P(c3) P(c4) P(c1) P(c2) P(c3) P(c4)
X11 = 4 0,00 0,00 0,13 0,00 X12 = 4 0,67 0,08 0,63 0,29
X11 = 3 1,00 0,75 0,88 1,00 X12 = 3 0,33 0,50 0,38 0,57
X11 = 2 0,00 0,25 0,00 0,00 X12 = 2 0,00 0,42 0,00 0,14
X11 = 1 0,00 0,00 0,00 0,00 X12 = 1 0,00 0,00 0,00 0,00  

 
P(c1) P(c2) P(c3) P(c4)

X13 = 4 0,00 0,17 0,50 0,00
X13 = 3 0,33 0,17 0,50 0,00
X13 = 2 0,33 0,08 0,00 0,00
X13 = 1 0,33 0,58 0,00 1,00  
 
Based on the results of these calculations, the probability 
value for each class can be used for data testing. 
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Phase 4: Data Testing  
Data testing was carried out using 30 sample data that had 
been prepared. The purpose of Data testing is to ascertain 
whether the initial classification is accurate. Data testing is 
done by multiplying the value of the course variable with the 
value of the probability. The following is an explanation of 
four sample Data testing as an example below: 
 
Data uji 1: 
X1 = 4;  X2 = 4;  X3  = 2;  X4  = 4;  X5  = 4;  X6  =3 ; X7 = 
4;   
X8 = 3;  X9 =3;  X10 = 4;  X11= 3;  X12= 4;  X13 = 1; k = c4 
 
Data uji 2 :  
X1 = 2;  X2 = 3;  X3  = 3;  X4  = 4;  X5  = 3;  X6  =2 ; X7 = 
4;   
X8 = 3;  X9 =2;  X10 = 3;  X11= 2;  X12= 2;  X13 = 3; k = c2 
Data uji 3 : 
X1 = 3;  X2 = 3;  X3  = 3;  X4  = 4;  X5  = 3;  X6  =4 ; X7 = 
1;   
X8 = 4;  X9 =3;  X10 = 4;  X11= 3;  X12= 4;  X13 = 3; k = c1 
Data uji 4 : 
X1 = 4;  X2 = 3;  X3  = 3;  X4  = 4;  X5  = 4;  X6  =1 ; X7 = 
1;   
X8 = 4;  X9 =4;  X10 = 4;  X11= 3;  X12= 3;  X13 = 4; k = c3 

 
The calculation is aim to get a higher classification value.  
Each data examined resulted in value for each class.  The 
higher class value is identified as the research topic.  The 
table 6 describes the data examination result. 

Tabel 6: Data examination 

Test data 
1 2 3 4 

c
1 22,33 17,00 22,42 15,67 
c
2 17,67 17,67 16,25 13,17 
c
3 20,13 14,13 21,25 20,13 
c
4 24,14 10,00 17,00 17,43 

 
The results of these calculations are obtained: test data 1 has 
the highest value at c4 with a value of 24.14; test data 2 the 
highest score is c2 with a value of 17.67; test data 3 the 
highest value is c1 with a value of 22.42 and test data 4 the 
highest value is c3 with a value of 20.13  
 
Base on the higher value identification can determine the 
research topic.  The research topic is compared with the initial 
classification.  If there has the same result, that means the 
initial classification is accurate.  The same step is 
implemented on all data examination.  The pattern of the 
examination result can use to make a prediction of the student 
research topic base on the academic grade. 

4.  CONCLUSION 
The results prove that the naïve Bayes method can be applied 
to produce a pattern of selecting research topics based on 4 
choices, namely intelligent systems, computer graphics and 
animation, databases, and networks. A further study of the 
results of this study is to create a pattern in the form of a 
matrix so that it can be implemented into a programming 
language. 
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