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 
ABSTRACT 
Increasingly erratic rainfall has a significant effect on agriculture, 
and health. One field of agriculture that utilizes rainfall patterns is 
paddy fields. Rice farmers need a calculation of rainfall to determine 
the process of hatching and planting rice, especially for farmers who 
have rainfed rice fields. While in the health sector, rainfall greatly 
determines the growth of mosquitoes which can lead to dengue fever. 
The health office needs calculations to anticipate the number of 
people affected by dengue fever. In this study two data modeling 
were made in predicting rainfall in the Banyumas area, one data 
model or scenario using weather data other than rainfall such as 
temperature, humidity, wind speed, duration of solar radiation. 
While scenario two only uses historical rainfall data per day. In 
making models and testing data using the Artificial Neural Network 
(ANN) algorithm. The results showed that scenario two was better 
than scenario one after being evaluated using the Root Mean Square 
Error (RMSE). The RMSE obtained in scenarios one and two are 
21,667 and 20,448, respectively. It can be concluded that to predict 
rainfall in the Banyumas area it is better to use historical rainfall 
data per day compared to using other weather data. 
 
Key words: ANN, rainfall, predictions, historical data. 
 
1. INTRODUCTION 
 
The strategic geographical position of Indonesia, located in 
the tropics, between the Asian and Australian Continents, 
between the Pacific Ocean and the Indian Ocean, and through 
the equator, consists of islands and islands stretching from 
west to east, surrounded by vast oceans, causing Indonesian 
territory has a variety of weather and climate. Indonesia's 
climate diversity is influenced by global phenomena such as 
El Nino Southern Oscillation (ENSO) sourced from the 
Central Pacific Equator region and Indian Ocean Dipole 
(IOD) sourced from the western Indian Ocean region, 
Sumatra to east Africa, climate diversity is also influenced by 
regional phenomena, such as Asia-Australia monsoon wind 
circulation, the Inter Tropical Convergence Zone (ITCZ) 
which is a cloud growth area, and sea surface temperature 
conditions around the territory of Indonesia [1]. 

 
 

While the topographical conditions of the Indonesian region 
which have mountainous areas, buried, many beaches, are 
local topography which adds to the diversity of climate 
conditions in the Indonesian region, both according to space 
(region) and time. Based on the results of the average data 
analysis of the last 30 years (1981-2010), climatologically the 
Indonesian region has 407 climate patterns, of which 342 
patterns are Seasonal Zones (ZOM), there are clear 
differences between the rainy season and the dry season, 
while 65 other patterns are Non-Zone (Non ZOM). Non-ZOM 
areas generally have 2 times the maximum rainfall in a year 
(the Equatorial pattern) or areas where throughout the year 
the rainfall is always high or low [1]. 
The high and low rainfall greatly affects the amount of water 
availability in the territory of Indonesia, where water is one of 
the vital needs for humans, in addition to daily activities or 
personal needs, water is also very needed by humans, 
especially Indonesian people who are mostly farmers, the 
yield of a farmer is largely determined by the amount of water 
that irrigates their agricultural land, the area of rice fields in 
Indonesia according to the Central Bureau of Statistics in 
2015 is 8087393 ha, this area is very wide, so it requires a lot 
of water to irrigate farmers' fields. Not all paddy fields in 
Indonesia have good irrigation, there are many paddy fields 
that only depend on the availability of water for rain, for 
example in Banyumas Regency there are 6389 Ha of a total of 
32115 Ha of rice fields whose water sources depend on rain 
[1]. So that the rice fields will dry out in the dry season and the 
production will drop. So it can be concluded that the amount 
of rice and rice production is very dependent on the 
availability of water [2][3].  
In addition to agriculture affected by high and low levels of 
rain, the health sector is affected by the level of rainfall in an 
area. One disease that spreads based on rainfall level is the 
spread of dengue fever. The number of dengue cases has 
increased significantly around the world in recent decades 
[4][5]. Based on the latest data, the number of dengue cases 
per year is estimated to be around 390 million cases, areas that 
are prone to dengue fever cases are the tropics, namely 
America and Asia [5]. The Southeast Asian region has a 
periodic pattern of dengue fever, besides that a country has an 
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epidemic situation that has a lot of patterns[6]. The country 
that has the highest economic burden due to dengue fever is 
Indonesia [7]. 
In the context of deaths from dengue fever in Indonesia, as 
many as 1,229 people died in 2015 because of the disease 
caused by this dengue virus. In Banyumas, dengue is still a 
serious problem. The number of dengue cases in Banyumas 
Regency is caused by the existence of an unstable climate and 
quite high rainfall in the rainy season which is a potential 
breeding tool for Aedes Aegypty mosquitoes, also supported 
by the not yet optimal PSN activities in the community. 
Morbidity/Incidence Rate (IR) in Banyumas Regency in 2015 
amounted to 13.6/100,000 population with 264 cases, when 
compared to 2014 amounted to 10.5/100,000 population then 
there was. The number of IRs in Banyumas Regency is still 
above the national target of <2/100,000 population, while the 
mortality rate/Case Fatality Rate (CFR) in 2015 is 1 person or 
0.4% [8]. 
There are many studies that can predict the number of cases of 
dengue fever by utilizing weather data in an area, weather 
data used one of which is rainfall [9][10][11][12][13]. The 
study aims to provide an estimate of the number of cases in the 
future, so that the parties involved can anticipate cases of 
dengue fever in a particular area. However, there is a 
condition of season and climate uncertainty, which causes the 
error rate to increase in estimating rainfall which is the 
responsibility of meteorological service agencies throughout 
the world. The problem of estimating rain is usually 
approached in various ways. Satellite imagery can overcome 
the problem of rainfall prediction by capturing the current 
weather conditions, this can be done for short-term estimates. 
However, this method still creates a problem, namely the 
inaccuracy of rainfall predictions.   
One other way to get the rainfall forecasting model is by time 
series analysis techniques. There are several different 
approaches to time series forecasting, especially for climate 
proposals. Traditional forecasting has long been a domain of 
linear statistics, an approach commonly used for prediction of 
time series, such as Box-Jenkins [14] or ARIMA 
(autoregressive integrated moving average) method, 
assuming that the time series behaves as a process linear. 
Regardless of understanding and easy application, it may 
really be inappropriate to apply if the ongoing mechanism 
undergoes a nonlinear process. 
Recently researchers have approached such problems with 
artificial neural networks (ANN), this is a strong alternative 
to traditional time-series modeling [15] as for the NWP model. 
ANN is a data-based self-adaptive method that is able to 
understand and solve problems that do not have enough data 
or observations to use more traditional statistical models [15], 
rainfall is such a phenomenon and ANN is suitable and 
studied solutions. 
In this study, we will apply ANN with two different 
experiments to predict rainfall. The first experiment uses 
rainfall data and other8supporìhng data as input attributes, 
while the second experiment uses only rainfall data. The 
results of this prediction will be used to anticipate water needs 

in agriculture and the spread of dengue fever in the Banyumas 
district. 
 
2. RELATED WORKS 
 
The linear, conceptual, and statistical models are the basic 
models used to forecast rainfall since a number of periods ago. 
ARIMA is the most popular model in predicting rainfall 
[16][17]. By utilizing 31 rainfall stations in Thailand, 
Research [18] predicts rainfall with ARIMA. While Research 
[19] predicts rainfall in Dhaka Bangladesh on a monthly basis 
by utilizing ARIMA. 
Artificial Neural Network is a method that is often used in the 
last two periods in predicting rainfall [20][21][22], in 
addition ANN is also often used for forecasting reservoir 
inflow [23], total annual crude oil export [24], and prediction 
of sea level [23]. Based on the research that has been done, it 
can be concluded that ANN is the right method to succeed and 
predict. ANN can overcome challenges with ever increasing 
increases [25][26]. 
 
3. METHOD 
 
3.1 Data 
The data used in this study is weather data taken from BMKG 
Cilacap, the data taken is weather data from January 2010 to 
June 2019. Table 1 shows the data structure used in this study. 
While Table 2 shows the data description in Table 1. 
 

Table 1: Examples of data used in this study 

Tn Tx Tav
g 

RH
_av
g 

ss 
ff
_
x 

ddd_
x 

ff_av
g RR 

24,8 32,5 28,8 83 6,1 8 270 1 5,4 
26,2 32,8 29,5  6,6 7 210 2 11,

3 
 32,6 29,5 74 3,9 6 120 2 0 
26,2 32,7  78 6,9 7 130 2 888

8 
24,4 32,6 27,6 82 4,7 6 320 2 56,

3 
 

Table 2: Description of attributes in the data used 
Atribut Information 

8888 : Data is not measurable 

Tn : Minimum temperature (°C) 

Tx : Maximum temperature (°C) 

Tavg : Average temperature (°C) 

RH_avg : Average humidity (%) 

RR : Rainfall (mm) 

ss : The duration of solar radiation (jam) 

ff_x : Maximum wind speed (m/s) 

ddd_x : Wind direction at maximum speed (°) 

ff_avg : Average wind speed (m/s) 
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Based on Table 1. There are empty and unmeasured data. 
This happened due to an error during data retrieval carried 
out by BMKG Cilacap, even though the retrieval process was 
carried out using radar or satellite, but there were still 
opportunities for errors. To handle empty data, we use the 
average for each attribute to fill in the blank data [27]. 
Likewise, on unmeasured data, the data is considered empty 
and is replaced by the average of the attribute. 
In this study in predicting rainfall using two scenarios, the 
first scenario is to use data in Table 1, where Rainfall (RR) is 
used as Class/Label while the other is used as an 
attribute/feature. The second scenario only uses rainfall data, 
three days are used as attributes/features and the next day is 
used as class/label. Table 3 shows the data in the second 
scenario. 
 

Table 3:3 Data pada skenario kedua 
Atribut 1 Atribut 2 Atribut 3 Class 
5.4 11.3 0 8888 
11.3 0 8888 56.3 
0 8888 56.3 0 
8888 56.3 0 8888 
56.3 0 8888 44.2 
0 8888 44.2 0 
8888 44.2 0 79.9 
44.2 0 79.9 12 

 
Setting parameters can play an important role to get the 
desired results. Although there are no fixed rules that must be 
followed in setting these parameters, in general, the choice 
still depends on the type and size of the training dataset [28]. 
In making a model to predict rainfall, this study uses data 
from 2010 - 2015, while to test the resulting model, the data 
used is from January 2016 - June 2019. The distribution of the 
data is used in the first scenario and the second scenario. 
 
3.2 Artificial Neural Network 
 
Based on the research that has been done, Artificial Neural 
Network is an efficient algorithm, the algorithm is able to 
understand system behavior well and effectively [29]. 
Multi-layer Artificial Neural Network is an adaptive method 
that can change its structure to solve problems based on 
external and internal information flowing through the 
network. Artificial Neural Networks can be used to model 
complex relationships between input and output values to find 
patterns in the data. Because it was inspired by the working 
model of the brain's biological neural networks, Artificial 
Neural Networks process large amounts of information in 
parallel and distributed [30][31][32][33][34]. 
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Figure 5: Arsitecture of Artificial Neural Network 

 
 Multi-layer Artificial Neural Network Architecture has at 
least 3 layers, namely input layer, hidden layer, and output 
layer. Each layer has at least one neuron. A simple example of 
a multi-layer Artificial Neural Network architecture is shown 
in Figure 5. From Figure 5 it is known that variables B1 and 
B2 are the biases of neurons, X1 and X2 are input neurons, 
Y1 is the output of neurons, Z1, Z2, and Z3 are neuronal 
hidden while the line between neurons is the weight of 
neurons. 
 
3.3 Performance Evaluation Criteria 
 
The error calculation used in this study uses a calculation 
called the Root Mean Square Error as in Equation (1) where y 
is the error obtained, x 'is the result that has been obtained, x 
is the result that should be obtained, i is the sequence of data 
practice, and n is the amount of training data. 

2

1

( ' )
n

i i
i

x x
y

n






 (1) 

4. RESULT AND DISCUSSION 
 
In this study predictions of rainfall in the Banyumas area 
with historical data obtained from BMKG Cilacap. The 
amount of data used to make the model in scenario 1 and 
scenario 2 is 1966, while the data used to test the model 
obtained is 1122. Tables 4 and 5 show the results of 
statistical data used in scenarios 1 and 2 respectively. 
 

Table 4: Data statistics in scenario 1 
 Min Max Average 
RR 0 199.5 15.553 
Predictions 
(RR) 

-122.226 35.349 15.041 

Tn 19.8 27.1 24.771 
Tx 3.6 34.7 31.156 
Tavg 24.2 30.5 27.448 
RH_avg 66 97 83.492 
ss 0 99 6.555 
Ffx 1 12 4.79 
Dddx 10 360 168.148 
Ff_avg 0 6 1.868 
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Table 5: Data statistics in scenario 2 
 Min Max Average 
RR 0 199.5 15.553 
Predictions 
(RR) 

18.313 59.320 21.492 

RR1 0 199.5 15.905 
RR2 3.6 1995.5 15.891 
RR3 24.2 1995.5 15.903 

 
Based on Table 4 and Table 5 there are additional 
variables named Predictions (RR), the variable is the 
variable; which shows the results of rainfall predictions 
during the process of testing the model with test data. The 
results of these predictions can be seen in detail in Table 6 
and Table 7, the predicted results will be compared with 
actual rainfall data. 
 

Table 6: Rainfall prediction results in scenario 1 

RR Predictions 
(RR) Galat 

0 7.366 7.366 
4.4 5.709 1.309 
7.309 6.449 0.86 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  
3.5 9.203 5.703 
7.309 10.438 1.298 
7.309 6.011 1.298 
0 3.069 3.069 

 
Table 7: Rainfall prediction results in the scenario 2 

RR Predictions 
(RR) Galat 

7.309 18.60840466530
5088 11,299 

7.309 18.97829421410
1354 11,669 

7.309 19.31279825371
4945 12,003 

. . . . . . . . . . . . . .  . . . . . . . . . . . . . .  . . . . . . . . . . . . . . .  

7.309 18.94551836053
7235 11,636 

38.8 19.16487472008
7923 19,636 

3.5 21.64658748702
4107 18,146 

7.309 20.82136265524
5565 13,512 

 
Prediction results that have been obtained from two scenarios 
that have been designed, then evaluated using the Root Mean 
Squared Error (RMSE). Table 8 shows the RMSE comparison 
of scenario 1 and scenario 2. 
 
 

Table 8: Comparison of RMSE results from scenario 1 
and 2 

Skenario RMSE 
1 21.667 
2 20.478 

 
Based on Table 8, scenario two has a lower error rate 
compared to scenario one, in other words the prediction of 
rainfall in the Banyumas area is better to use previous rainfall 
compared to other weather data. 
 
5. CONCLUSION 
ANN algorithm can be used to predict rainfall in the 
Banyumas area using either scenario one where rainfall is 
predicted using other weather data and scenario two where 
rainfall is predicted with previous rainfall data. Based on the 
results of tests conducted in which the evaluation was 
measured by RMSE, it was found that the accuracy of rainfall 
predictions using scenario two was better than scenario one. 
Although the difference in accuracy between scenarios one 
and two is not so large, it has been proven that predicting 
rainfall in the Banyumas area in the future is better based on 
previous rainfall data.  
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