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ABSTRACT 
 
Feeding management in aquaculture is very important and has 
a big impact to the farmers and environment. A good feeding 
management optimizes growth and feeding efficiency. It also 
decreases the amount of excess nutrients entering the 
environment. Several existing systems aimed to provide an 
efficient and effective feeding management using image 
processing and deep learning. This study developed a model 
that will be part of a fish feeding management system that 
used fish feeding behavior to know the feeding state of the 
fish. The methodology used was image generation, image 
processing, classification and testing. Convolutional Neural 
Network (CNN) was utilized to classify fish feeding behavior 
into two states; to feed or not to feed. The CNN model was 
tested for accuracy, precision, recall, and specificity and the 
results were 96.4%, 97.87%, 94.867% and 97.93%, 
respectively. The result of the study will be used and 
integrated to a feeding management system.      
 
Key words: CNN, Fish Behavior, Computer Vision, Image 
Processing  

 
1. INTRODUCTION 

Aquaculture [1] in Southeast Asia from 2010-2030 is 
estimated to have shares about 97% from the total fish 
production which make Southeast Asia play a strong role in 
contributing to global fish supply. With this strong demand, 
aquaculture needs to intensify its production. Improvements in 
feed and disease management are needed to increase yield in 
productions.   

Tilapia production in the Philippines has increased for the 
last five years [2]. Commercial tilapia aquaculture has 
improved because farmers are now aware of the importance of 
adopting innovative husbandry technologies. These include 
the use of intensive culture, novel feed ingredients, improved 
quality of industrial aquafeeds, having a cost-effective feeding 
management, efficient pond fertilization and improved genetic 
strains.     

One of the main determinants of the amount of excess 
nutrients entering the environment is the use of poor feeding 
strategy that leads to overfeeding [3]. Poor feeding strategy 
have major environmental impact. Excess nutrients not 
utilized by the fish are released into the environment. Feed 
management strategies control how farmer feeds fish with 
primary aim to deliver the ration size that optimizes both 
growth and feeding efficiency. In addition, farmers need to 
understand the appetite variability of fish in order to prevent 
underfeeding and overfeeding.  

Computer vision technologies application [4] in 
aquaculture is very challenging. The fish are can be easily 
stressed and sensitive Further, they are free to move in an 
environment where there are parameters that are 
uncontrollable like visibility, lighting and stability. The 
sensors must also operate underwater and in a wet 
environment. Counting, size and mass estimation and species 
identification are some of the applications of computer vision. 
Computer vision can be used in counting, size measurement 
and mass estimation, gender identification and quality 
assessment, species and stock identification as well as 
monitoring welfare.     

This paper developed a model that will be applied in 
feeding management systems in aquaculture. It used fish 
feeding behavior to determine the feeding state of the fish 
using Convolutional Neural Network. 

The paper is presented as follows: Section 1 introduces 
the area of concentration and motivation of the research. 
Related works concentrated on image processing and CNN are 
discussed in Section 2. Section 3 presents the methodology of 
the research. Test and results are presented in Section 4. 
Finally, conclusion and future work are discussed in Section 5.  

2. RELATED WORKS 

Image Processing was used in the different computer 
application like in aquaculture. Image processing techniques, 
average background method and background subtraction 
method are used to obtain background [5]. Image contrast 
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enhancement was also used after background subtraction. 
Further, Delaunay Triangulation (DT) was utilized to extract 
the quantitative index of feeding behavior. Automatic 
background extraction also captures consecutive images of the 
feeding area at short delay [6]. Every image is compared to the 
previous one and if the difference is not substantial then the 
image is rejected as it will cause biased background toward 
one of the images. Fish counting was performed by image 
subtraction from the background and blob analysis was 
performed. Gaussian filter was used to smoothen the 
preprocess video frames to detect body fish [7]. The objects 
are then detected by adaptive background approaches which 
are based on frame difference and background difference.  
Contrast limited adaptive histogram equalization and 
wavelength transform enhanced image quality of sea 
cucumber [8]. It is used to process the underwater image for 
increasing contrast based on the Rayleigh distribution. Their 
method performed well compared to other enhancing 
methodology.  

Convolutional Neural Network was used to identify fish 
that are behind corals or overlapped other fish [9]. It is found 
that the identification of smaller and blurry images of fish 
using CNN is much effective than humans. In addition, CNN 
performs identification efficiently in underwater water images. 
An implementation of CNN with adaptation of a regional 
proposal network accelerates underwater object detection and 
recognition [10]. Detection acceleration was implemented 
using convolutional networks to generate high quality object 
candidates and by sharing networks with original detection 
networks. In addition, result showed that by sharing 
convolutional features with following fish detection and 
recognition network, proposal generation is nearly cost-free in 
the whole fish detection and recognition process.  

Deep learning was also  applied for automatic fish 
identification system to help marine biologist estimate fish 
existence and quantity [11]. The results demonstrate the 
performance of their detection system with a higher mean 
Average Precision (mAP) relative to Deformable Batch Model 
(DPM) and detects faster than previous R-CNN on a single 
fish image. Visual Fish Tracking [12] investigated approached 
for tracking of fish in their unrestricted natural environment. 
They used two-stage graph as activations of CNN model 
which resulted to a higher tracking accuracy and faster than 
other systems.  

Texture features of the fish image was also used with 
deep CNN to detect the group behavior of the fish [13]. An 
underwater camera was used to avoid the effects of water 
surface movement. With this methodology, improved 
accuracy of the state of classification detection was observed. 
A fish detection and recognition system [14]  also introduced 
an end-to-end deep learning architecture compared to the 
current methods on fish assessment task. A Region Proposal 
Network was combined with R-CNN for detection and 
recognition of fish species obtained from Remote Underwater 
Video Stations (RUVs). CNN was also used for splash 
detection which outperformed all existing algorithm based on 

local descriptors [15]. The proposed approach obtained an 
accuracy of 99.9% in splash detection.   

3. METHODOLOGY 

This paper used different techniques in order to classify 
the feeding behavior of the tilapia. Block diagram of the 
methodology is shown in Figure 1.  

 

 

 

 

 

 

 

 

 

 

3.1. Image generation 

Images that were classified were extracted from a video 
sequence. The generated images were used for training, and 
validating the classification algorithm. The images for training 
were divided equally into two classes, to feed and not to feed. 
Fish is considered ready to be fed if its mouth is on the surface 
of the water [16]. The remaining images were used to validate 
the trained CNN model. 

3.2. Image Processing 

The extracted images had a resolution of 1920x1080. The 
images were resized to 64x64 image before it was fed to the 
classification algorithm.  

3.3. Classification 

Convolutional Neural Network is a multi-layer feed-
forward artificial neural network which is proposed for two-
dimensional image processing. The convolutional layers 
convolve with raw input data using multiple local kernel 
filters and generate invariant local features. After multi-layer 
feature learning, fully connected layers converts a two-
dimensional map into a one dimensional vector and then feed 
it into a softmax function for model construction [17]. A 
typical CNN is constructed as shown in Figure 2. 
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Figure  1: Block diagram of the proposed fish feeding behavior 
classification 

Figure  2: CNN Architecture 
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3.4. Evaluation 

Confusion matrix was used to group the results according 
to the following conditions:  

 True positives (TP): The model predicted to feed, 
and the fish do really need to be fed. 

 True negatives (TN): The cases are predicted not to 
feed, and the fish need not to be fed. 

 False positive (FP): The predictions are to feed but 
don’t actually need to be fed. 

 False negative (FN): The prediction is not to feed, 
but the fish needs to be fed.  

The CNN model was evaluated in terms of the following 
metrics: recall, precision, specificity and accuracy.  

Recall is the quotient of the true positives and the 
summation of the true positives and false negatives [18]. It is 
used to know how many relevant items are correctly 
classified. Recall is calculated using (1).  

 

  (1) 

Precision is the number of true positives divided by the 
sum of true positives and false positives. It is the ability to 
calculate the relevant instances of data. It is calculated using 
(2). 

 

  (2) 

Specificity is calculated by dividing the true negative by 
the sum of the true negative and false positive [19]. The 
formula is presented in (3). 

 

  (3) 

Accuracy is defined as the sum of true positives and true 
negatives divided by the total number of data. The calculation 
is done using (4).  

 
 
 
 

4. TESTS AND RESULTS 

4.1. CNN model architecture 

The flowchart of the classification model of the system is 
presented in Figure 3. It is comprised of training and 
classification subsystems. There were 7000 original images 
used for training the model. The training images were divided 
into two classes, to feed and not to feed, where each class has 
3500 images. 

 

 

 

 

 

 

 

 

 

 

 

Aside from the training images, there were 3000 
generated images used for validation. The 1500 images were 
grouped as to feed and the other 1500 for not to feed.   

 

 

 

 

 

 

 

 

 

 

During the training of the model after 10 epochs, an 
accuracy level of 99.61% for training and 96.40% for 
validation was reached. Variation of training and validation is 
presented in Table 1.  

Table 1: Variation of training and validation 

Epoch Training Validation 
Loss Accuracy Loss Accuracy 

0 0.4374 0.7414 0.1619 0.9620 
1 0.0942 0.9674 0.3516 0.8607 
2 0.0498 0.9829 0.7915 0.7943 
3 0.0309 0.9891 0.1891 0.9417 
4 0.0297 0.9899 0.4778 0.9067 
5 0.0227 0.9929 0.3120 0.9483 
6 0.0195 0.9949 0.2465 0.9800 
7 0.0203 0.9946 0.5215 0.8600 
8 0.0097 0.9969 0.3478 0.8857 
9 0.0136 0.9961 0.1755 0.9640 

 Figure 5 and Figure 6 show the change diagram for 
accuracy and loss of the training (orange line) and validation 
(blue line). This shows that the training reached an accuracy 
level of 99.61% and loss level of 1.36% after 10 epochs. 
Furthermore, the validation gained 96.40% and 17.55% for 
accuracy and loss, respectively.  

Training    Classification 

Image database Original image 

Model Training Classification 

Output result 

Figure  4: Flowchart of the classification model 

Figure  3: Fish images for classification. (a) to feed (b) not to feed  

a 

 
 

b 
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Figure 5: Accuracy change diagram of the CNN model.   

 

 
Figure 6: Loss change diagram of the CNN model 

4.2. Evaluation of CNN Model 

Confusion matrix is one of the most intuitive and easiest 
metrics used for finding the correctness and accuracy of the 
model [20]. The performance of the CNN model was 
presented in confusion matrix in Table 2. 

Table 2:  Confusion matrix of the fish behavior classification   

Actual 

Predicted 

 Positive Negative 

Positive 1423 77 

Negative 31 1469 

Generated images for validation is 3000. It was divided 
into two classifications, to feed or not to feed. The results of 
the validation were True Negative with 1469 images, False 
Positive (FP) with 31 images, False Negative (FN) with 77 
images and True Positive (TP) with 1423 images.  

The CNN model was evaluated using recall, precision, 
specificity and accuracy metrics. The result for recall gained 
94.87%. Next, the precision garnered a rating of 94.87%. 
Then, the specificity rating was 97.93%. Lastly, the accuracy 
of the model gained a rating of 96.40%. 

5. CONCLUSION 

This work presented the effectiveness of the 
Convolutional Neural Network in classifying the fish behavior 
whether to feed or not to feed. Based from the result of the 

evaluation, the proposed CNN model has a high level of 
detection and accuracy. This shows that the model can be 
integrated to a system for fish feeding management. To further 
enhance the study, it is suggested to integrate counting, 
tracking and density prediction of fish.  
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