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ABSTRACT 
 
Micro-grid is a potential solution for the integration and 
management of renewable energy generation. Power generation 
through renewable energy sources has become more 
preferential and cost-effective, by articulating small scale 
distributed energy resources, micro-grids are becoming an 
alternative method in electrical power generation at the 
distribution voltage level. The increment of nonlinear loads and 
power electronic interfaced distribution generation system 
(DG) in the grid creates power quality issues like harmonic 
distortions in the distributed power system [6] [18]. The micro-
grid proposed in this paper consists of a photovoltaic array 
which represents the main generation unit and a three-phase 
induction generator that supplements the variable power 
generated by the photovoltaic array; a battery bank is included 
in the micro-grid to reduce the burden of the power generated 
by the micro-grid during the peak period [19] [20]. The power 
electronic interface maintains the necessary adaptability, 
security and reliability of operation between renewable sources 
and the distribution system [18]. In this paper, a comprehensive 
survey on micro-grid to improve the power quality parameters 
like THD is taken as the main objective with the help of 
suitable hybrid optimization algorithm, harmonic filters, 
controllers and battery storage. 
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1. INTRODUCTION 
 
A “micro-grid” is a group of interconnected and flexible loads, 
comprising Low-Voltage (LV) distribution systems with 
Distributed Energy Resources (DERs) within clearly defined 
electrical boundaries that act as a single controllable entity with 
respect to the grid. The advanced micro-grid controllers have 
expedited connection of micro-grids to the main grid and have 
led to an increase in a multitude of applications of grid-tied 
micro grids [16]. This research paper deals with certain issues 
faced in the field of hybrid power generation systems and 
power quality control microgrids.The major difficulty of a 
micro grid operation is the controlling ofvoltage and frequency 
with power requirement deviation [12]. Thus, structuring of 
VSI controller is important to manage the parameters under 
load variation [17] [20]. Formerly, different conventional 
control strategies have been used for increasing the reliability 
the renewable energy sources [9] . PI method [5], PR method 

[5], Hysteresis control method [5], Particle Swarm 
Optimization (PSO) and Artificial Bee Colony (ABC)algorithm 
etc. have been used be forehand for reliability and performance 
enhancement for the shortcomings of conventional methods. 
However, these control algorithms are very complex in nature, 
and there is a need for an efficient and relatively easier 
heuristic control algorithm [20]. Hence, in this paper, the Ying-
Yang Pair Optimisation (YYPO) along with Particle Swarm 
Optimisation (PSO) is used for power quality optimisation. The 
main research objectives using the YYPO-PSO method are- 
1. Analysis of a hybrid-style microgrid for non-linear loads. 
2.Modelling and simulation of the hybrid system for specific 
cases with available REN resources. 

2. POWER QUALITY CONTROL ISSUESIN MICRO-
GRID 
 
“Power Quality” refers to the electrical system's ability to 
create a perfect power supply that has a pure noise-free 
sinusoidal waveform, and is always stable considering voltage 
and frequency [6]. In practical situations, non-linear loads 
regularly impose disturbances on the grid that make significant 
deviations from ideal output characteristics [13]. Although 
micro-grids are traditionally designed to be energy self-
sufficient, their infrequent availability and unexpected output 
variations cause unexpected power shortage or excessive 
generation. These result in unacceptable voltage or frequency 
deviation in the micro-grids. To remedy such situations, such 
micro-grids are temporarily interconnected to a suitable 
neighboring micro-grid to exchange power and improve the 
voltage and frequency deviations and power quality issues. The 
most important power quality issue is voltage stability [6]. 
Voltage regulation is mainly affected by the reactive power 
imbalance and the excitation system time constant[12]. 
 
3. DESIGNOF MICRO-GRID 
 
A modern MG will include renewable and fossil fuel 
generation, energy storage facilities and load control. 
 
3.1Local generation unit 
 
A micro-grid presents various types of renewable resources that 
provide electric power. These resources are branched into two 
major groups – Renewable thermal energy resources (e.g. 
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biogas generators, biodiesel generators) and renewable 
generation resources (e.g. solar cells). 
 
3.2 Energy Storage 
 
Energy storage is able to perform multiple functions like 
ensuring power quality, frequency and voltage regulation, 
smoothing the power output, providing backup power for the 
system and playing important role in cost optimization 
[1][15][19]. 
 
3.3Point of common coupling (PCC) 
 
PCC is the point in the electric circuit where a micro-grid is 
connected to the main grid [16]. 

 
Fig.1: PV Module with MPPT and MOSFET Converter 

 
Fig. 2: AC Grid-Connected Inverter Control Diagram 

The proposed system contains a grid side inverter that is used 
to deliver power at constant voltage. Output power is regulated 
through the in-phase current component that is proportional to 
the load demand. The proposed control mechanism for grid 
connected inverter in which droop controller allows delivery of 
power output by generating an error signal from measured and 
command signals[10] [11]. The PCC power quality can be 
improved by effective design of controller and LCL filter[14] 
[20]. Pulse Width Modulation (PWM) techniques are utilised 
for constant amplitude pulses to the PMOSFET inverter. The 
pulse widths are modulated to obtain desired inverter output 
voltage with reduced third and fifth order harmonic 
contents[20]. Lower order harmonics are reduced using high 
number of pulses. Monitoring and analysis systems are widely 
used for power quality control [6]. The MG control model is 
analyzed for AC voltage and battery and inverter currents. The 
voltage source inverter delivers the output current and load 
voltage to droop controlled MG. Grid voltage and current are 
measured and active and reactive powers are calculated 
[9][10][11].  

.  
Fig. 3: VSI Diagram with IGBT Modules used within Simulation 

 
4. POWER QUALITY CONTROLSTRATEGY 
 
In this paper, YYPO with PSO is used to handle the load-
sharing problem. The droop control unit consists of a unit of 
YYPO and PSO for optimization and inverter control. The VSI 
gate pulses are obtained from the YYPO and PSO algorithm 
unit, and it is given to the solar PV inverter and battery inverter 
and the corresponding output is obtained. For maximum power 
point tracking (MPPT), the voltage and currents of PV array 
are used as references and charging or discharging current of 
battery are calculated by the converter for MPPT. 
 

 
Fig.4: MPPT Setup in Proposed MG Model 

YYPO optimization process is one of the latest metaheuristic 
algorithms influenced by the knowledge of balance between 
many discordant ideas. This optimizer employs two random 
points (pl and p2) to search the problem hyperspace. The points 
pl and p2 are generated in the initial step of YYPO algorithm 
inside the domain of (0,1) and their fitness are assessed [2] [3]. 
The point with better fitness is denoted as p1 and the other one 
is denoted as p2. The required parameters in terms of the 
minimum and maximum number of archival updates (Imin and 
Imax) and the expansion/contraction factor (α) need to be 
specified [2][3]. The number of archive updates is randomly 
generated between Imin and Imax [2][3].As a consequence, the 
iteration loop is initiated and the fitness of the two points is 
compared. If p2 is fitter than p1, then the points and their 
corresponding ‘r’ values are interchanged, which ensures that 
the iteration starts with the fitter point as p1 [2][3]. The point p1 
assumes its role in exploitation phase, while it tries to highlight 
the exploration behaviors [2][3]. The points pl and p2 act as 
overseer nodes to help in the hyper sphere measurements inside 
the solution space indicated by radii of r1 and r2, respectively 
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[2][3]. These spans have a self-adaptive nature such that rl has a 
tendency to every so often decrease and r2 to rise [2][3]. The 
YYPO involves two main phases of operation: 
 
4.1Splitting phase 
 
The involvements to the splitting phase are one of the points (pl 
or p2) along with its radii (r1 and r2). Although both points 
undergo the splitting stage, only a single point (described as p) 
along with its radii (r) undergoes the splitting stage at a time. 
The splitting stage is planned in order to produce new points in 
the hyper sphere (around the point p with the radius r) at 
directions as different as possible, while keeping up a level of 
randomness [2]. The new points can be scattered using two 
procedures with equal probability: 
 

i. One-way Splitting 
 
In One-way splitting, 2D copies of the point p are kept as then; 
one variable of each in matrix [Y] is balanced by the following 
equations, which can be considered as a matrix of size (2DxD). 

 
Y

j

j
= Y

j
 + a * r           j = 1,2,3,… …,D           (1) 
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ii. D-way Splitting 

 
Here, the binary matrix [M] is built by ‘2D’ random binary 
strings of length ‘D’ comprised of distinctive integers between 
‘0’ and ‘2D-1’. While a means a random number between zero 
and one. In the D-way method, all variables of each point ‘p’ 
are updated. 
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4.2 Archival phase 
 
The archive phase is initiated after the required number of 
archive updates has been reached and it is to be noted that the 
archive contains ‘2I’ points at this stage, corresponding to the 
two points (p1 or p2) being added at each update before the 
splitting stage [2] [3]. 

 
 

r1 = r1 – (r1/α) 
r2= r2 – (r2/α)(5) 

 
At the end of the archive stage, the archive matrix is set to null, 
and a new value for the number of archive updates I is 
randomly generated within its specified bounds Imin andImax [2] 
[3]. 
 

 

Fig.5: YYPO Algorithm Flowchart 

The PSO system is initialized with a population of random 
solutions and searches for optima by updating generations[4]. 
In PSO, the potential solutions, called ‘particles’ fly through 
the problem space by following the current optimum particles 
[4].All particles have fitness values, that are evaluated by the 
fitness function to be optimized, and have velocities, which 
direct the flying of the particles[4]. In every iteration, each 
particle is updated by following two "best" values[4]. The first 
one is the best solution (fitness) it has achieved so far. The 
fitness value is also archived[4]. This value is called Pbest. 
Another "best" value that is tracked by the particle swarm 
optimizer is the best value obtained so far by any particle in the 
population[4]. This best value is called Global Best (Gbest). 
When a particle takes part of the population as its topological 
neighbors, the best value is a Local Best and is called Lbest. 
After finding the two best values, the particle updates its 
velocity and positions[4]. The inclusion of random variables 
endows the PSO with the ability of stochastic searching [4]. 
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Fig.6: PSO Algorithm Flowchart 

After each updates, value of Vi should be checked and secured 
within a pre-specified range to avoid extreme random changes. 
Particle velocities on each dimension must be restricted to a 
maximum velocity Vmax. If the sum of accelerations causes the 
velocity on that dimension to exceed Vmax, which is pre-
specified by the user, and then the velocity on that dimension is 
limited to Vmax [4]. 
The velocity and position equations are: 
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ϰ = 2/|2 – φ - √(φ2 - 4φ)| φ = c
1
+ c

2, 
φ > 4        (8) 

The YYPO optimizer is utilized as an extra step inside the PSO 
algorithm. The main structure of combined YYPO-PSO 
algorithm is similar to the basic PSO. In YYPO-PSO 
algorithm, the YYPO operators have a constructive effect on 
the precision of solutions based on the two best agents in the 
sorted population [2] [3] [4]. 

 
5. RESULTSAND DISCUSSION 
 
Different loads are connected with the MG; one is pure 
resistive and another inductive type. The following readings 
and circuit characteristic profiles are obtained from 
MATLAB/SIMULINK simulation of the MG system designed. 
 

 

Fig. 7: Active Power Profile of Load 

 

Fig. 8: Reactive Power Profile of Load 

The following graphs are obtained for load side total harmonic 
distortion (THD) for fundamental frequency component, 3rd 
harmonics and 5th harmonics respectively. 

 

 

Fig. 9: Load Side THD Profiles 

The following graphs are obtained for PV side total harmonic 
distortion (THD) for fundamental frequency component, 3rd 
harmonics and 5th harmonics respectively. 

 

 

 

Fig. 10: PV Side THD Profiles 
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The following graphs are obtained for load side voltage and 
current profiles. 

 

Fig. 11: Load Side Voltage Profile 

 

Fig. 12: Load Side Current Profile 

The following graphs are obtained for PV side active and 
reactive power profiles. 

 

 

Fig. 13: PV GENSET Active and Reactive Power Profiles 

 

Fig. 14: Load Side THD Readings 

Total Harmonic Distortion (THD) in the output power gives us 
an idea about the extent the harmonics distorts the output. 
Lower values of (THD) favors higher power quality[20]. The 
use of YYPO-PSO method with improved tracking responses 
decreases THD by eliminating much of the higher 
harmonics[20]. 

PV side THD (%) 
Fundamental Frequency 

3rd Harmonics 
5th Harmonics 

8.83 
0.34 
0.69 

Load side THD (%) 
Fundamental Frequency 

3rd Harmonics 
5th Harmonics 

3.38 
0.18 
0.65 

Table 1: THD Values for Harmonics 

Among advantages and disadvantages of many existing control 
methods, PI controller is simple in design. It provides 
satisfactory performance in a balanced load, but it fails to reach 
optimal performance when applied to unbalanced system for 
harmonic compensation and offers a THD of 16.02%.PI 
controllers have slower response time for V.R. and smoothing 
out voltage fluctuations. PR controllers ensure elimination of 
harmonics and zero steady state error with excellent reference 
tracking but only near controller resonant frequency. It offers a 
THD of 16.71%. Hysteresis Current (H�) controller has simple 
design and provides fast transient response but it does not have 
fixed switching frequency. It offers a THD of 16.54% 
[5].Comparing this with different controllers such as PI 
controller, PR controller and hysteresis current controller 
[5],the THD for fundamental frequency as follows: 

 

Method Name THD(%) for Fundamental 
Frequency 

PI controller 
PR controller 
H� Controller 

16.02 
16.71 
16.54 

System THD 
(Load Side) 3.38 

Table 2: THD Comparison for OtherControllers 

 

6.CONCLUSION 
 
The design and analysis of a 3-phase grid connected hybrid 
system using a hybrid YYPO-PSO algorithm offers an 
improved control over the MG than the existing PSO and other 
past algorithms. It is seen that the proposed YYPO-PSO 
algorithm provides a better control over power quality of MG. 
Comparing to other existing algorithms and controller methods 
[8]; YYPO-PSO provides better THD control [20], active and 
reactive power control and output voltage and output current 
control. Feasibility analysis of a hybrid power plant along with 
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a bio-fuel GENSET with backups may be planned which can 
be carried out using MATLAB/SIMULINK software. Other 
software such as HOMER or Open DSScan be used for 
predictive analysis of load and cost estimation purposes [7]. 
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