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 
 
ABSTRACT 
 
Gliomas are most common brain tumor in children and adults 
worldwide and accounts for 80% of all malignant tumors. In 
this work, we proposed a novel method for glioma grade 
classification using texture feature set extracted from 
T2-weighted magnetic resonance images (MRI). Gray-level 
co-occurrence matrix (GLCM) parameters are computed from 
local Optimal Oriented Pattern (LOOP) transformed images 
to differentiate low grade and high grade glioma. 
Classification is carried out using support vector machine 
(SVM), Naive Bayes and k-nearest neighbor (k-NN) classifier 
and their performance for glioma grade classification is 
accessed. SVM classifier outperforms other classifiers and 
achieved an accuracy of 95%, sensitivity of 93% and 
specificity of 100% for classifying gliomas using proposed 
LOOP transformed based GLCM texture features. 
 
Key words: Gliomas, Grade classification, Gray-level 
co-occurrence matrix (GLCM), Local Optimal Oriented 
Pattern (LOOP), Magnetic Resonance Imaging. 
 
1. INTRODUCTION 
 
Brain tumor caused due to abnormal growth of cells in brain, 
is one of the major causes of increased death rates in children 
and adults [1].As per the statistics from Central Brain Tumor 
Registry of the United States (CBTRUS) the 5-year survival 
rate for brain tumor is only 34% and 36% approximately for 
men and women respectively [2].  
 
The most common types of primary brain tumors are gliomas. 
They are a heterogeneous group of diseases that vary from 
highly malignant and rapidly growing high grade tumor to 
historically benign and slowly growing low grade tumors. 
Gliomas account for about 28% of all brain tumors and 80% 
of all malignant tumors [2]. In children, gliomas account for 
almost 50% of all cancers in the central nervous system 
(CNS)[3].  

 
 

 
Magnetic resonance imaging (MRI) and computed 
tomography (CT) are some of the imaging modalities used for 
diagnosis of brain tumor. Among other modalities, MRI is 
most frequently used as it provides vast information for tumor 
diagnosis based on its variable contrast property [4]. 
 
However, qualitative evaluation using MR images is difficult 
and time consuming process as large number of slices is 
produced. Also, diagnosis of tumors made based only on 
visual interpretation is prone to errors, as tumors vary widely 
in shape and appearance. Hence, various techniques for 
diagnosis and classification of brain tumor have been 
developed [4,5]. In most of the works, texture features have 
been extracted for tumor diagnosis using MR images. Texture 
features can be extracted by applying statistical and spectral 
approaches [6]. Statistical approach takes into consideration 
distributions and relationships between the gray levels of 
pixels in an image for extracting features from MR image. 
Kharrat et al. [7] used Gray-level co-occurrence matrix 
(GLCM) parameters to classify normal and abnormal MR 
images. Further, the classification of images in this study is 
performed using Support vector machine (SVM) classifier. 
Gupta et al.[8] presented a tumor classification model using 
texture features like mean, homogeneity, contrast etc. and 
moments based features to identify abnormality in MR image. 
Vani et al. [9] developed a system based on Discrete Wavelet 
Transform (DWT) based features for brain tumor detection. 
Classification of extracted features is then carried out using 
SVM classifier for differentiating normal and abnormal MR 
images. Hsieh et al. [10] also proposed an approach using 
texture features comprising of moment based global statistical 
features and GLCM based local statistical features for 
classification of gliomas. These techniques have a major 
drawback that they are sensitive to grayscale variations and 
rotations in input image.  
 
In this study a texture feature set based on Local Optimal 
Oriented Pattern (LOOP) is developed for classification of 
gliomas. LOOP is used in this work to describe local spatial 
structure of an input image [11]. It has been proven to be 
invariant to illumination variations and rotations in input 
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images. Statistical texture using GLCM based parameters [6] 
are computed from LOOP transformed MR images of glioma 
patients to measure intensity heterogeneity in them. Further, 
the grade classification of gliomas is carried out using various 
supervised classifiers and their performance for 
discriminating different grades is evaluated. 

 
The remaining paper is organized as follows. In Section 2, the 
methodology followed for glioma grade identification in 
proposed method is described. This section describes the 
process of image preprocessing, tumor separation procedure, 
texture feature extraction methods and various classifiers used 
for glioma classification in proposed method. In section 3, the 
results obtained using proposed feature set are discussed. 
Also, the performance of the proposed method for glioma 
grade classification is compared with other recent works from 
literature in this section. Lastly, Section 4 concludes this 
paper. 
 
2. METHODS 
 
The methodology followed for grade identification of glioma 
in proposed work is shown in Figure 1. The process starts with 
collection of three dimensional (3D) volumes of brain tumor 
MRI. The images used in proposed work have been taken 
from the database of MICCAI 2012 Challenge [12]. In 
proposed work, T2-weighted 3D MRI volumes have been 
utilized for all the patients for glioma grade classification. The 
MR images obtained from the database are skull-stripped and 
have isotropic resolution of 1mm. Database also contains the 
ground truth for the tumor region. These ground truth images 
are used for tumor separation from MRI volumes and 
evaluation of classification results.     
 
All the steps followed for glioma grade identification has been 
described in following sections. 
 
2.1 Preprocessing 
 
The brain MRI volumes are preprocessed for intensity 
inhomogeneity correction so as to improve the image quality. 
This process of reducing RF inhomogeneity in MR images is 
known as bias field correction. FMRIB Software Library 
(FSL) [13] is used in this study to perform bias field 
correction. After bias correction is performed, axial slices are 
extracted from 3D brain MRI volume and slices containing 
tumor are considered for subsequent analysis. 
 

2.2 Tumor Region Separation and Texture Feature 
Extraction 
 
The tumor region is separated from MRI axial slices by 
multiplying the T2-weighted MR images with the ground 
truth obtained from the database. The separated tumor region 
for one of the high grade and low grade glioma patient (in one 
of slices from complete MRI volume) is shown in Figure 2. 

The texture features are then computed from these tumor 
separted T2-weighted MRI slices.   
 

 
Figure 1: Flow diagram of proposed method for glioma grade 

classification 
 

 
Figure 2: (a) Preprocessed T2-weighted image; (b) Ground truth;  
(c) Tumor region in T2-weighted image 
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In this study an approach based on Local Optimal Oriented 
Pattern (LOOP) and Gray level co-occurrence matrix 
(GLCM) is presented. Firstly, the Local Optimal Oriented 
Pattern (LOOP) is applied on tumor separated MRI slices to 
generate LOOP transformed images. Next, the GLCM based 
second-order parameters are calculated from LOOP 
transformed images to extract texture information from MR 
Images of glioma patients.  
 

A. Local Optimal Oriented Pattern (LOOP) Generation 
 

LOOP descriptor is a local pattern descriptor which computes 
local contrast and orientation of image at various scales [11]. 
This descriptor is robust against rotation variance and local 
intensity variations in input image. The eight Kirsch masks are 
used in LOOP method corresponding to 8 directions [11] as 
displayed in Figure 3. These masks will give measure of 
strength of intensity variations in input image in these 
directions and are used to assign decimal-to-binary weightage 
while computing LOOP value for the pixel in an image. 

 
 
Figure 3: Kirsch masks in eight directions  
 

LOOP pattern is computed for the tumor separated regions 
obtained in previous step (refer Figure 2). Let the tumor 
separated T2-weighted image is represented as IT and 
intensity at pixel (p,q) be ic. Then the LOOP transformed 
value for pixel (p,q) for 3x3 neighborhood is given as follows: 
 
(ݍ,݌)ܱܱܲܮ  = ∑ ௡݅)ݎ − ݅௖)଻

௡ୀ଴ . 2௪೙                                   (1) 
 
where, ݅௡ be intensity levels of the neighboring pixels and  
 

(ݐ)ݎ = ቄ ݐ	݂݅																																	1	 ≥ 0
 (2)                                ݁ݏ݅ݓݎℎ݁ݐ݋																														0

 
The weights are assigned using responses of Kirsch masks. In 
this process, corresponding to Kirsch mask in eight directions 
shown in Figure 3, eight directional responses are computed. 
These responses are given rank on basis on their magnitude. 
According to the rank of output of Kirsch masks the 
exponential weights ݓ௡ are assigned in LOOP pattern 
computation. The LOOP code for all the pixels in input image 
are computed by repeating the same process along its rows 
and columns. The LOOP transformed image for one of the 
axial slices in MRI volume of glioma patient is shown in 
Figure 4. 

 
 

Figure 4: LOOP transformed images for one of the slices from MRI 
volume of HG and LG glioma patients considered in Figure 2. 

 

B. GLCM Texture Features Extraction 
 

Texture is one of the important characteristics which provide 
information about structural arrangement of surface [4]. In 
proposed study, texture variations in tumorous images are 
computed using second-order Gray level co-occurrence matrix 
(GLCM) based intensity features. These features are 
calculated for LOOP transformed images of tumor separated 
region in T2-weighted MR images (refer Figure 4).  

GLCM method measures the probability of occurrence of 
each pixel pair in an image for the particular distance and 
angle [6]. It extracts information about spatial distribution of 
pixels in a specific neighborhood. In this study, the GLCM 
parameters are computed in four directions at angles of 
0°, 45°, 90°ܽ݊݀	135° with distance d=1 and averaged to form 
a single feature set. Let the co-occurrence matrix be defined as 
M=[m(i,j)|d,ߠ] which gave frequency of occurrence pixel 
with gray level i and its neighboring pixels with gray level j at 
distance d and angle ߠ . From this matrix, the following 
second order GLCM features are computed [6, 10]: 

i. Contrast= ∑ ݊ଶ௡ ൛∑ ∑ ݉(݅, ݆)௝௜ ൟ  , |݅ − ݆| = ݊        (3) 

ii. Correlation=    
∑ ∑ (௜ିఓೣ)൫௝ିఓ೤൯	௠(௜,௝)೔೔

ఙೣఙ೤
                         (4)         

iii. Dissimilarity=		∑ ∑ ݉(݅, ݆)௝௜ |݅ − ݆|                        (5) 

iv. Energy=			∑ ∑ ݉(݅, ݆)ଶ௝௜                                          (6) 

v. Entropy= −∑ ∑ ݉(݅, ݆)௝௜ log(݉(݅, ݆))                    (7) 
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vi. Homogeneity =−∑ ∑ ଵ
ଵା௜ି௝

݉(݅, ݆)௝௜                          (8) 

vii. Difference Variance=		∑ ݅ଶ௜ ݉௫ି௬(݅)                     (9)  

viii. Maximum Probability= ݉(݅, ݆)௜,௝
௠௔௫                           (10) 

ix. Sum Of Squares: Variance =  

                ∑ ∑ (݅ − ଶ௝௜(ߤ ݉(݅, ݆)                             (11) 

x. Difference Entropy = 

              −	∑ ݉௫ି௬(݅)௜ log	(݉௫ି௬(݅))                    (12) 

where ߤ௫ ௫ߪ  and	௬ߤ,  ௬ are mean and standard deviation ofߪ,
probability matrix along rows ( ݉௫ ) and columns ( ݉௬). 

The proposed feature set, consisting of LOOP transformed 
based GLCM texture features are computed for all the glioma 
patients using T2-weighted MR Images. After feature 
extraction the classification is performed using various 
supervised classifiers to classify the given brain tumor image 
as LG or HG.                                            

 
2.3 Classification 
 
In this work, we have studied and compared the performance 
of three most frequently used supervised classifiers in 
previous works: SVM, K-Nearest Neighbor (k-NN) and 
Naive Bayes classifier [4,7,9,14,15] for classification of 
glioma images using extracted feature set.   
 
In SVM classifier the input data is separated in two classes by 
identifying an optimal hyper-plane which distinguishes data 
points from one class to another. The decision rule for 
separating the classes was obtained from the training set 
whose classes are known in prior. The hyperplane obtained 
from decision rule was then applied for identifying the class of 
data in the testing set [7]. SVM basically maps the input 
vectors into some high dimensional feature space using 
certain functions known as kernels. Linear function is used as 
a kernel in this study for classification of brain tumor images. 

 
k-nearest neighbor is a supervised learning algorithm where 
the class of a new test instance or a data is determined based 
on the class of majority of k closest data points in the training 
set [14]. As for the data points in training set the class is 
predefined, k nearest neighbor algorithm used neighborhood 
classification as the prediction value to classify an unknown 
test instance/data point. 

 
Naive Bayes classifier is a simple probabilistic linear 
classifier based on Bayes theorem. It classified data into 
associated classes based on their attributes or features. The 
data set is assigned to a class which generates the maximum 
conditional posterior probability with available attributes as 
input using Bayes rule [15]. 

K-fold cross validation method is implemented to split the 
features extracted in the proposed model into training and 
testing set [16]. This method has an advantage that it makes 
full use of the limited sample dataset for classification so as to 
evaluate performance of proposed feature set for glioma grade 
identification. It also ascertains that for training and validation 
of classifier whole dataset is considered. The classifier’s 
performance accuracy is computed by averaging the accuracy 
obtained across k-trials. 
 
3.  RESULTS AND DISCUSSION 
 
In proposed study, the LOOP transformed based GLCM 
texture features are extracted from brain tumor images to 
determine the tumor grade and degree of malignancy (low 
grade or high grade). The extracted texture features quantify 
the intensity distribution in the separated tumor region and are 
invariant to intensity variations and rotations in the input 
image. The evaluation of proposed method for glioma grade 
classification is performed using various supervised classifier. 
Twenty glioma patients from MICCAI 2012 Challenge 
database are used to evaluate the performance of proposed 
method. The results obtained from proposed brain tumor 
diagnosis model are summarized in this section. 
 
The algorithm for texture feature extraction and tumor grade 
classification in proposed study are developed and simulated 
in MATLAB 2013a. The performance evaluation metrics 
used for quantitative assessment of proposed brain tumor 
detection technique are described as follows: 
 
 

 Accuracy – It gives the percentage of correct 
predictions to the total cases considered in given 
dataset. 
 
 Accuracy  =   ்௉ା்ே

்௉ା்ேାி௉ାிே
	× 100                   (13) 

 
 Sensitivity- It gives percentage of true positives to 

total number of positive cases for the given dataset. 
 
   Sensitivity  =     ்௉

(்௉ାிே)
	× 100                        (14) 

 
 Specificity- It gives percentage of true negatives to 

total number of negative cases for the given dataset. 
 
  Specificity   =    ்ே

(்ேାி௉)
 × 100                          (15) 

 

where, TP and FP refers to true positive and  false positive, and FN 
and TN refers to false negative true negative cases respectively. In 
the proposed study, high grade tumors are considered positive cases 
whereas low grade tumors are referred as negative cases.  
 
The results obtained for various performance metrics for different 
classifiers using k-fold cross validation technique (with k=5) are 
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summarized in Table I. It is observed that SVM classifier provides 
better results for glioma classification in comparison to Naive Bayes 
and k-NN classifier. 
 
 
Table 1: Performance comparison of various classifiers using 
proposed feature set for glioma classification 
 

Classifier Accuracy  
(in %) 

Sensitivity  
(in %) 

Specificity 
 (in %) 

SVM 
(linear kernel) 95 93 100 

Naïve Bayes 90 93 83 

k-NN 90 93 83 
 
 
 
We have compared the performance of feature set extracted in 
this study with methods presented by Gupta et. al. [8] and 
Hsieh et al. [10] using SVM classifier. The specificity, 
sensitivity and accuracy values for the same are shown in 
Figure 5. The proposed method provides accuracy of 95%, 
whereas for method presented in [8] and [10] the 
classification accuracy is 85% and 75% respectively. Also the 
sensitivity and specificity values for proposed method are 
higher as compared to other works from literature. The reason 
for this can be that the GLCM based texture features extracted 
from LOOP transformed images of separated tumor region in 
proposed study can better assess the texture differences in LG 
(benign) and HG (malignant) tumors. Also the characteristics 
of LOOP method provides robustness to intensity and rotation 
variations caused due to use of different MRI scanners and 
helps in improving classification efficiency.   

  
The results obtained demonstrates that the features extracted 
for brain tumor diagnosis may efficiently classify low grade 
and high grade tumors and can help the radiologists to 
quantitatively assess brain tumors non-invasively for their 
diagnosis. 
 

  
Figure 5: Performance comparison of different methods for glioma 

grade classification 

5. CONCLUSION 
 
The novel non-invasive quantitative feature set for brain 
tumor diagnosis comprising of texture features computed 
using LOOP and GLCM method is presented in this study. 
Brain MRI volumes of T2-weighted images were utilized in 
this study for extracting texture information from tumor 
regions and classify images as of LG or HG gliomas. The 
proposed model is giving significantly better results in 
comparison to other state of art method from literature. Use of 
rotation and intensity invariant LOOP transformed GLCM 
based texture feature set in proposed study improves the 
classification efficiency of our brain tumor diagnosis system. 
The proposed feature set can assist the radiologists and 
clinicians in non-invasive detection of brain tumor. 
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