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ABSTRACT 
 
A set D of vertices in a graph G (V, E) is a dominating set of 
G, if every vertex of V not in D is adjacent to at least one 
vertex in D. A dominating set D of G (V, E) is a k - fair 
dominating set of G, for  k ≥ 1, if every vertex in V - D is 
adjacent to exactly k vertices in D.  The k - fair domination 
number γ kfd (D) of G is the minimum cardinality of a k - fair 
dominating set.  In this article, we determine the k-fair 
domination number of some class of graphs for  k = 1.  
 
Key words: Efficient Domination, Cartesian Product of Graphs, 
Strong Product of Graphs.  
 
1. INTRODUCTION 
 
Let G (V, E) be a simple graph with vertex set V and edge set 
E. The order and size of G are denoted by n and m 
respectively. For graph theoretic terminology we refer to 
Gary Chartrand and Ping Zhang [15] and [16, 17] Haynes et 
al. For any vertex ݒ ∈ ܸ, the open neighbourhood N (v) is the 
set {ݒ ∈ ܸ ∶ ݒݑ ∈  and the closed neighbourhood N[v] is ,{ܧ
the set ܰ(ݒ) 	ܵ For any .{ݒ}	∪ ⊆ ܸ,  ܰ(ܵ) =	∪௩∈ௌ  and (ݒ)ܰ	
ܰ[ܵ] = 	ܰ(ܵ) ∪ ܵ . 
A fair dominating set in graph G(V, E) is a dominating set D 
such that all vertices not in D are dominated by same number 
of vertices from D, that is, every two vertices not in D has 
same number of neighbours in D. The fair domination number 
γfd (G) of G is the minimum cardinality of an fd-set. 
A dominating set ܦ ⊆  is a 1-fd set in G, if for every two (ܩ)ܸ
distinct vertices, ݑ, ݒ ∈ (ܸ − (ܦ |ܦ⋂(ݑ)ܰ| , =
|ܦ⋂(ݒ)ܰ|	 = 1. That is, every two distinct vertices not in D 
have exactly one neighbour from D.  But we know that 
dominating set D of G (V, E) is an efficient dominating set of 
G if every vertex in  V - D  is adjacent to exactly one vertex in 
D.  The efficient domination number ߛ(ܩ)  of G is the 
minimum cardinality of an efficient dominating set. Hence 
(ܩ)ଵௗߛ =  Therefore, in this note we use the notation .(ܩ)ߛ		
 .(ܩ)ଵௗߛ  instead of (ܩ)ߛ
The domination in graphs is one of the vital area in graph 
theory which has attracted many researchers because of its 
potentiality to solve and address many real life situations like 
in the communication, social network and in defense purpose 
to name a few. In a communication network, let D denote the 
set of transmitting stations so that every station not belonging 
 

 

to D has a link with at least one station in D. We have to 
protect these set of stations from faults at any cost and hence 
the number of such sets should be minimum. This leads to the 
definition of 1-fd sets in any graphs. 

1.1 Paths Pn and Cycles Cn 
We refer to Gary Chartrand and Ping Zhang [15] for the 
following results.  
Result: 1: Let Pn be a path of length (n - 1), then ߛ( ܲ) = 	 ቒ

ଷ
ቓ, 

for ݊ ≥ 2. 
Result: 2: Let Cn be a cycle of length n, then ߛ(ܥ) = 	 ቒ

ଷ
ቓ, for 

݊ ≥ 3. 
1.1.1.Theorem: Let Pn be a path of length (n - 1), then 
)ߛ ܲ) = 	 ቒ

ଷ
ቓ, for ݊ ≥ 2. 

Proof: The case is obvious for n = 1, 2 and 3, since one vertex 
is enough to dominate the entire graph as 1-fair domination. 
Hence  ߛ( ଵܲ) = 	 )ߛ ଶܲ) = 		 )ߛ ଷܲ) = 	1.  
Case 1: If ݊ ≡ Or if the graph is ଷܲ .(3	݀݉)0 , ܲ, ଽܲ , …,	. In a 
path one vertex can dominate as 1-fd for maximum of two 
vertices, ܲ  needs 

ଷ
  vertices to dominate the graph. Hence 

)ߛ ܲ) = 
ଷ
. 

Case 2: If ݊ ≡ Or if the graph is ସܲ .(3	݀݉)1 , ܲ, ଵܲ , …,	. 
The path can be considered as the combination of  ିସ

ଷ
	 , 

number of ଷܲ  and two ଶܲ  graphs. Hence ߛ( ܲ) = ାଶ
ଷ
	. 

Case 3: If ݊ ≡ ,Or if the graph is ହܲ .(3	݀݉)2 ଼ܲ , ଵܲଵ , …,. 
The path can be considered as the combination of  ିଶ

ଷ
, 

number of ଷܲ  and one ଶܲ graphs. Hence ߛ( ܲ) = ାଵ
ଷ

. Hence 

the result can be generalised as: ߛ( ܲ) = 	 ቒ
ଷ
ቓ, for ݊ ≥ 2. 

1.1.2.Theorem: Let Cn be a cycle of length n, then: ߛ(ܥ) =

	

⎩
⎪
⎨

⎪
⎧


ଷ

, ݂݅	݊ ≡ (3	݀݉)	0

ቒ
ଷ
ቓ , ݂݅	݊ ≡ (3	݀݉)1

ቒ
ଷ
ቓ+ 1, ݂݅	݊ ≡ (3	݀݉)2

. 

Proof: The result can be established by the following cases. 
Case 1: If ݊ ≡ ,ଽܥ,ܥ,ଷܥ Or if the graph is .(3݀݉)0 …,	. In 
this case, Cn needs 

ଷ
 vertices to dominate the graph as 1-fd. 

Hence  ߛ(ܥ) = 
ଷ
. 

Case 2: If ݊ ≡ ,ଵܥ,ܥ,ସܥ Or if the graph is .(3݀݉)1 …,	. 
The graph can be considered as the combination of  ିସ

ଷ
, 

number of P3 along with two self dominating vertices. Hence 
(ܥ)ߛ = ାଶ

ଷ
. 
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Case 3: If ݊ ≡ ,ଵଵܥ,଼ܥ,ହܥ Or if the graph is .(3݀݉)2 …,	. 
Then the graph can be considered as the combination of ିହ

ଷ
, 

number of P3 along with three self dominating vertices. Hence 
(ܥ)ߛ = ାସ

ଷ
. Or can be generalised as: 

(ܥ)ߛ = 	

⎩
⎪
⎨

⎪
⎧


ଷ

, ݂݅	݊ ≡ (3	݀݉)	0

ቒ
ଷ
ቓ , ݂݅	݊ ≡ (3	݀݉)1

ቒ
ଷ
ቓ+ 1, ݂݅	݊ ≡ (3	݀݉)2

. This completes the 

proof. 
 
2.PRODUCT GRAPHS 
 
The Cartesian product of two graphs G and H, is a graph 
	ܩ ܪ⊡ , [16] with vertex set ܸ(ܩ	 ⊡ (ܪ = (ܩ)ܸ	 ×  (ܪ)ܸ
and edge set ܩ)ܧ	 ⊡ (ܪ = 	 ൛൫(ݔଵ,ݕଵ), ൯(ଶݕ,ଶݔ) ∶
 2ݔ =1ݔ ℎݐ݅ݓ ܩܧ∋ 2ݕ,1ݕ ݎ 2ݕ =1ݕ ℎݐ݅ݓ ܩܧ∋ 2ݔ,1ݔ   :
Hamed Hatami and Pooya Hatami [4] have studied the perfect 
dominating sets in the Cartesian product of cycles of prime 
order. A necessary and sufficient condition for the existence 
of an efficient dominating set in the Cartesian product of two 
cycles has explained by T.Tamiz Chelvam and Sivagnanam 
M [13]. In this paper, we try to find the 1-fd sets in the 
Cartesian product of Pn and Cn with K2. 
 
Already we have the following results. 
 
Result: 1: 	ܭ)ߛଶ ⊡ ܲ) = 	 ቒାଵ

ଶ
ቓ, for  ݊ ≥ 2.  

Result: 2: 	ܭ)ߛଶ (ܥ⊡ = 	 ቒ
ଶ
ቓ, for  ݊ ≥ 3.  

 
2.1.Theorem: Let Pn be a path of length (n - 1) and K2 be the 
complete graph of two vertices then the 1-fd sets in the 
Cartesian product of these graphs can be determined by: 
⊡ଶܭ)ߛ ܲ) = 	 ቒାଵ

ଶ
ቓ, for  ݊ ≥ 2. 

Proof: The product graph (ܭଶ ⊡ ܲ)  is the grid graph 
( ଶܲ ⊡ ܲ) and the graph consisting of two copies of Pn graph 
with corresponding vertices are joined by an edge. Now 
consider the following cases. 
Case 1: When n = 3. Let the vertices of the product graph are 
v1, v2, v3 and u1, u2, u3. Here we need only two vertices say v1 
and u3 are enough to dominate the entire graph as 1-fd. Hence 
⊡ଶܭ)ߛ ܲ) = 	2.  
Case 2: When n is an odd number. That is when n = 5, 7, 9, ...,. 
As the given graph is product graph each increment in the 
value of n contributes two in the number of vertices. These 
four vertices can be treated as the internal vertices in the graph 
and these four vertices contributes additional one in the 
domination number. Hence ߛ(ܭଶ⊡ ܲ) = ାଵ

ଶ
. 

Case 3: When n is an even number. That is when n = 4, 6, 8, 
...,. The graph is an extension to the above case as it has two 
more vertices and one more vertex is needed to dominate the 
additional two vertices. Hence ߛ(ܭଶ⊡ ܲ) = 	 ቒାଵ

ଶ
ቓ. This 

completes the proof. 
2.2.Theorem: Let Cn be a cycle of length n, and  K2 be the 
complete graph of two vertices then the 1-fd sets of the 

Cartesian product of these graphs can be determined by: 

(ܥ⊡ଶܭ)ߛ = 	

⎩
⎪
⎨

⎪
⎧2 × ቒ

ସ
ቓ − 	1, ݂݅	݊ ≡ (4	݀݉)	1

2 × ቒ
ସ
ቓ , ݂݅	݊ ≡ 0, (4	݀݉)	2

2 × ቒ
ସ
ቓ+ 	1, ݂݅	݊ ≡ (4	݀݉)3

. 

Proof: The product graph ܭଶ   is the graph consisting ofܥ⊡
two copies of Cn whose corresponding vertices are joined by 
an edge. In such structure one vertex can dominate maximum 
of three vertices and hence the result can be established using 
the following cases. 
Case 1: Let ݊ ≡  Then total number of vertices in .(4	݀݉)	0
the graph will be N = 8, 16, 24, ..., . In such cases a 
dominating set of 2	 × 	

ସ
 vertices dominate the entire graph as 

1-fd.  
Case 2: Let ݊ ≡  Then total number of vertices in .(4	݀݉)	1
the graph will be N = 10, 18, 26,..., . Here the graph can be 
considered as the distinct union of two graph say G1 and G2 
where G1 is dominated as 1-fd using 	2 × 

ସ
	 vertices and G2 is 

a graph with two vertices which add on only one in the 
domination number. Hence ߛ(ܭଶ⊡ܥ) = 	2 × ቒ

ସ
ቓ − 	1. 

Case 3: Let ݊ ≡  Then total number of vertices in .(4	݀݉)	2
the graph will be N = 12, 20, 28,..., . The graph can be 
considered as the distinct union of two graph say G1 and G2 
where G1 dominated as 1-fd sets using 

ସ
 vertices and G2 is a 

graph in which one vertex will stand independent. Hence we 
need one more vertex to dominate this graph. Hence  
(ܥ⊡ଶܭ)ߛ = 	2 × ቒ

ସ
ቓ. 

Case 4: Let ݊ ≡  Then total number of vertices in .(4	݀݉)	3
the graph will be N = 14, 22, 30,..., . The graph can be 
considered as the distinct union of two graph say G1 and G2 
where G1 dominated as 1-fd sets using  

ସ
	 vertices and G2 is a 

graph which need two vertices to dominate this graph. Hence 
(ܥ⊡ଶܭ)ߛ = 	2 × ቒ

ସ
ቓ+ 	1. Hence we can generalise the 

result as: ߛ(ܭଶ⊡ܥ) = 	

⎩
⎪
⎨

⎪
⎧2 × ቒ

ସ
ቓ − 	1, ݂݅	݊ ≡ (4	݀݉)	1

2 × ቒ
ସ
ቓ , ݂݅	݊ ≡ 0, (4	݀݉)	2

2 × ቒ
ସ
ቓ+ 	1, ݂݅	݊ ≡ (4	݀݉)3

. 

 
3.SIERPINSKI GRAPHS 
 
Graph of Sierpinski type play an important role in different 
areas of Mathematics as well as in several other scientific 
fields.  The graphs S (n, 3), which are isomorphic to Hanoi 
graphs modeling the Tower of Hanoi with 3 pegs and n discs.  
The generalized Sierpinski graphs,[2] S (n, k) is defined as 
follows:  
For ݊ ≥ 1 and ݇ ≥ 1, the vertex set of  S (n, k) consists of all 
n - tuples of integers 1, 2, 3, ... , k, that is, ܸ൫ܵ(݊, ݇)൯ =
	[1,݇] . Two different vertices ݑ = 	 ,ଵݑ) ,ଷݑ,ଶݑ …  ) andݑ,
ݒ = 	 ,ଷݒ,ଶݒ,ଵݒ) … ,  ) are adjacent if and only if there existsݒ
an ℎ ∈ [1,݊] such that: 

௧ݑ .1 = 	 ݐ ௧ forݒ = 1, 2, 3, … ,ℎ − 1; 
ݑ .2 ≠  ;ݒ
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௧ݑ  .3 = 	 ݒ  and ݒ௧ = 	 ݑ  for ݐ = ℎ + 1,ℎ +
2, … ,݊. 

The vertices 〈݅݅݅… ݅〉 , ݅ ∈ 	 [1, ݇] , are called the extreme 
vertices of S (n, k). For ݅ ∈ 	 [1,݇], let Si (n+1, k) denote the 
sub graph of S (n+1, k) induced by the vertices of the form 
〈݅݅݅… ݅〉. Also, Si (n+1, k) is isomorphic to S (n, k), where S 
(n, k) consists of k copies of S (n-1, k) for n > 1 with S (1, k) is 
a complete graph of k vertices. 
By definition of S (n, k), the cardinality หܸ൫ܵ(݊, ݇)൯ห = 	 ݇, 
หܧ൫ܵ(݊, ݇)൯ห = 	 (ିଵ)

ଶ
	 and ∆൫ܵ(݊,݇)൯ = ݇ for ݊	 ≥ 2. 

 
3.1.Theorem: Let  Cn be a cycle of length n, then the 1-fd sets 
can be determined by the following rules: 
 
൯(ܥ,2)൫ܵߛ =

	ቐ
݊	× 	 ,(ܥ)	ߛ ݂݅	݊ ≡ (3	݀݉)	0

݊	 × −(ܥ)	ߛ] 	1], ݂݅	݊ ≡ (3	݀݉)1
(݊	× −(ܥ)	ߛ] 	1]) + 1, ݂݅	݊ ≡ (3	݀݉)2

. 

Proof: The graph S (2, Cn) is a cycle with each vertex is again 
a cycle. Refer the following figure for S (2, C6). As ߛ  is (ܥ)	
already found, the result follows. 

 
 

Figure 1: S (2, C6) 
 

3.2.Theorem: Let Kn be the complete graph with 'n' vertices, 
then ߛ൫ܵ(2,ܭ)൯ = ݊. 
Proof: The graph S (2, Kn) is a complete graph with each 
vertex is a Kn. The graph S (2, K5) is given in the following 
figure. 

 
 

Figure 2: S (2, K5). 
 

From the figure it is clear that there exist only one vertex 
which is adjacent to the other vertices of Kn, while all other 
vertices are adjacent to the vertex of one more Kn. So if we 
take the vertex which is independent of other Kn to the 

dominating set, each vertex in the dominating set efficiently 
dominate each Kn, and hence ߛ൫ܵ(2,ܭ)൯ = ݊. 
 
4.GRAPHS WITH (ࡳ)ࢽ = 	  (ࡳ)ࢊࢌࢽ
 
It is clear from the definition that, γ(G) ≤	γଵୢ(G). Due to the 
importance of the dominating set, we always prefer ߛଵௗ(ܩ) 
to be the minimum. Now consider some graphs with 
minimum ߛଵௗ(ܩ) , that is, consider graphs with (ܩ)ߛ =
 .The following results are obvious .  ܩ1݂݀ߛ 

1. For complete graph Kn, ߛ(ܭ) = 1. 
2. For wheel graph W1, n, ߛ൫ ଵܹ,൯ = 1. 
3. For star graph S1, n, ߛ൫ ଵܵ,൯ = 1. 
4. For complete bipartite graph Km, n, ߛ൫ܭ,൯ = 2. 

4.1.Strong Product Graphs 
 
Let G and H be two graphs with the set of vertices ݑ =
,ଷݑ,ଶݑ,ଵݑ} … , {ݑ  and ݒ = ,ଷݒ,ଶݒ,ଵݒ} … {ݒ,  respectively. 
The strong product of G and H is the graph ܩ	  formed by ܪ⊠
the vertices ܸ = 	 ൛൫ݑ :൯ݒ, 1 ≤ ݅ ≤ ݊, 1 ≤ ݆ ≤ ݉ൟ and two 
vertices  ൫ݑ ௦ݑ) ൯ andݒ, 	ܩ ௧) are adjacent inݒ, ⊠  if and ܪ
only if ൫ݑ = 	 ௦ݑ ݒ	݀݊ܽ	 ௧൯ݒ	ݐ	ݐ݆݊݁ܿܽ݀ܽ	 ,  
൫ݑ ௦ݑ	ݐ	ݐ݆݊݁ܿܽ݀ܽ	 ݒ	݀݊ܽ	 = ௧൯ݒ  or 
൫ݑ ௦ݑ	ݐ	ݐ݆݊݁ܿܽ݀ܽ	 ݒ	݀݊ܽ	  .௧൯ݒ	ݐ	ݐ݆݊݁ܿܽ݀ܽ	
In this section we establish the efficient domination number 
for the strong product graphs ܲ (ܩ)ଵௗߛ or	(ܩ)ߛ 	⊠	 ܲ .  
We also try to find ߛଶௗ(ܩ) for some m and n. 
4.1.1.Proposition: For any ݊ ≥ 2, )ߛ   ଵܲ 	⊠	 ܲ) = 	 ቒ

ଷ
ቓ . 

Also ߛଶௗ( ଵܲ 	⊠	 ܲ) = 	 ቒାଵ
ଶ
ቓ. 

Since [ ଵܲ 	⊠	 ܲ] = 	 ܲ, the result is obvious. 

4.1.2.Lemma:  ߛ( ଶܲ 	⊠	 ܲ) = 	 ൜ 1		݂݅	݊ = 2, 3	
2		݂݅	݊ = 4, 5, 6 . 

Proof: To establish the result, first prove the result for the 
given values for n taking m = 2. 
Case: 1:  Let n = 2. Then one among the four vertices of 
ଶܲ 	⊠	 ଶܲ  efficiently dominates the entire graph and hence 
)ߛ ଶܲ 	⊠	 ଶܲ) = 1. 
 

 
 
Figure 3: B1 

 
For future references let us name this graph as B1 with 
[ଵܤ]ߛ = 1. 
Case: 2:  Let n = 3. Then one of the centre vertices in the graph 
of  ଶܲ 	⊠	 ଷܲ  efficiently dominates the entire graph. Hence in 
this case also ߛ( ଶܲ 	⊠	 ଷܲ) = 1. 
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Figure 4: B2 

 
Let us denote this graph as B2 with ߛ[ܤଶ] = 1. 
Case: 3:  Let n = 4. In this case the graph ଶܲ 	⊠	 ସܲ has three 
columns C1, C2, C3. 
 

 
Figure 5: ଶܲ 	⊠	 ସܲ  

 
Here the first and last columns can be considered as two B1 
graphs which efficiently dominates the entire graph with 
)ߛ ଶܲ 	⊠	 ସܲ) = 2. 
Case: 4: Let n = 5. In this case the graph ଶܲ 	⊠	 ହܲ has four 
columns C1, C2, C3, C4. 
 

 
Figure 6: ଶܲ 	⊠	 ହܲ 

 
Here the first two columns can be treated as one B2 graph of 
[ଶܤ]ߛ = 1and last column as one B1 graphs of ߛ[ܤଵ] = 1. 
These two sub graphs can be considered as two distinct blocks 
which efficiently dominates the entire graph with ߛ( ଶܲ 	⊠
 ܲ5=2.  
Case:5: Let n = 6. In this case the graph ଶܲ 	⊠	 ܲ  can be 
partitioned in to two B2 graph of  ߛ[ܤଶ] = 1. 
Hence ߛ( ଶܲ 	⊠	 ܲ) = 2. This completes the proof. 
 

 
Figure 7: ଶܲ 	⊠	 ܲ  

 

4.1.3.Lemma:  ߛଶௗ( ଶܲ 	⊠	 ܲ) = 	 ൜ 2		݂݅	݊ = 2, 3	
4		݂݅	݊ = 4, 5, 6. 

Proof: To obtain 2-fd set, we need two vertices from B1 and 
from B2 with ߛଶௗ  is 2. To establish the result, the entire 
graph should be partitioned into sub graphs of B1 and B2 as 
above. Each sub graph contributes 2 to the domination 
number. Hence the proof. 
4.1.4.Proposition:  For any ݊ ≥ )ߛ  ,6 ଶܲ 	⊠	 ܲ) = 	 ቒ

ଷ
ቓ. 

Proof: Let E be the efficient dominating set of ଶܲ 	⊠	 ܲ. To 
describe the efficient dominating set, consider the sub graphs 
B1 and B2. 

 If ݊	 ≡ (3	݀݉)	0 , the graph ଶܲ 	⊠	 ܲ  can be partitioned 
efficiently by 

ଷ
. number of B2 graphs.   

If ݊	 ≡ the graph ଶܲ ,,(3	݀݉)	1 	⊠	 ܲ  can be partitioned 
efficiently by ିହ

ଷ
 number of B2 graphs along with two B1 sub 

graphs. 
If ݊	 ≡ the graph ଶܲ ,,(3	݀݉)	2 	⊠	 ܲ  can be partitioned 
efficiently by ିଶ

ଷ
 number of B2 graphs along with one B1 sub 

graph. This completes the proof. 
4.1.5.Proposition: For any ݊ ≥ 6 )ଶௗߛ , ଶܲ 	⊠	 ܲ) = 2	 ×
	ቒ
ଷ
ቓ. 

Proof: Since each sub graph contributes 2 to the 2-fd set, the 
result follows. 
4.1.6.Observation: For ݊ ≥ 2 )ଶௗߛ , ଶܲ 	⊠	 ܲ) = 2	×
)ߛ ଶܲ 	⊠	 ܲ). 
4.1.7.Theorem: For any ݉,݊ ≥ 2 )ߛ , ܲ 	⊠	 ܲ) = 	 ቒ

ଷ
ቓ×

ቒ
ଷ
ቓ. 

Proof: To establish the result, first prove the result for some 
values for m. 
Case: 1:  For m = 1 and m = 2 we have the results. ߛ( ܲ 	⊠
 ܲ݊= ݊3. 

Case: 2: For m = 3. Here we can have one more sub graph B3 
as ଷܲ 	⊠	 ଷܲ with efficient domination number ߛ[ܤଷ] = 1. 
 
 

 
 

Figure 8: B3 
 
 
Now if ݊	 ≡ (3	݀݉)	0 , the graph ଷܲ 	⊠	 ܲ   can be 
partitioned efficiently by 

ଷ
  number of B3 graphs. 

 If ݊	 ≡ (3	݀݉)	1 , the graph ଷܲ 	⊠	 ܲ can be partitioned 
efficiently by ିହ

ଷ
  number of B3 graphs along with two B2 sub 

graphs. 
If ݊	 ≡ (3	݀݉)	2 , the graph ଷܲ 	⊠	 ܲ  can be partitioned 
efficiently by ିଶ

ଷ
  number of B3 graphs along with one B2 sub 

graph. Hence ߛ( ଷܲ 	⊠	 ܲ) = 	 ቒ
ଷ
ቓ. 

Case:3: Now for ݉ ≥ 4  and for ݊ ≥ 2  the graph can be 
partitioned as blocks of ଵܲ 	⊠	 ܲ , ଶܲ 	⊠	 ܲ or ଷܲ 	⊠	 ܲ . 
Hence for any , ݊ ≥ 2, )ߛ  ܲ 	⊠	 ܲ) = 	 ቒ

ଷ
ቓ× ቒ

ଷ
ቓ , which 

completes the proof. 
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4.2.Sierpinski Graphs S (r, Kn) 
 
We already defined and find ߛ[ܵ(2,ܭ)]  for Sierpinski 
Graphs please refer [Sierpinski Graphs]. The same can be 
extended for any r. 
[(ܭ,ݎ)ܵ]ߛ = 	 ݊(ିଵ), for ݎ ≥ 1 and ݊ ≥ 3. 
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