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 
ABSTRACT 
 
Learning Management System (LMS) is a software that helps 
higher education institution provide their services to teachers 
and students. Every year intakes in the university aim to take 
more students to register. This phenomenon impacts LMS 
data storage capacity. University has to find a strategy in 
identifying how much size they need to prepare. One way to 
identify it is by using an exponential moving average method 
to predict storage that needed in the further semester. Tested 
with a web forecasting application and Universitas 
Multimedia Nusantara’s Moodle dataset, exponential moving 
average was giving a big error measurement number. This 
means that the exponential moving average was not quite fit to 
predict the resources in LMS.  
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1. INTRODUCTION 
 
Higher education institutions have been utilizing E-Learning 
services by providing Learning Management System (LMS) 
for lecturers and students to support teaching and learning 
process [1]. This system leads to a need where Information 
Technology (IT) resources play an important role to satisfy 
students’ learning experiences [2]. Lecturers and students are 
accessing those resources from a wide variety of learning 
activities in many LMS features [3].  
Since the beginning of the 21st century, there are several 
concerns regarding the increasing number of resources that 
correlates with the size of data stored inside the database 
through learning object repositories [4]. The management of 
multiple data storage centers may require to maintain IT 
services and applications in which LMS is included [5]. 
Scalability issues of LMS also motivate researchers in finding 
alternative data integrations strategy with third-parties 
services [6]. More students each intake means more accounts 
and storage size prepared for them and their lecturers. 
Investing in such incremental trend-based IT resources must 
involve a strategy that leads to cost-effective challenges for 
the institution [7]. Some of the well-known universities have 
been doing a strategy in providing storage and LMS server for 
each study year (one study year, one server) [8]-[11]. In this 
 

 

case, the university has to identify how much storage size 
required for each study year that involves several factors like 
student intakes, curriculum and learning materials 
development and changes, graduations, class management 
and any other factors that will impact data storage for LMS 
resources. 
Forecasting the amount of storage size is one of many ways 
that can be used in identifying data storage size need for 
operating LMS each year. Many fields use forecasting 
techniques to predict data based on time-series dataset [12]. In 
information system management, forecasting methods are in 
line with the purpose to allocate resources effectively [13]. 
Moreover, forecasting technique called exponential moving 
average has proven its capabilities in predicting data storage 
server performance [14]. 
This research proposed a study on utilizing exponential 
moving average (EMA) method to predict LMS resources. 
Courses held in Universitas Multimedia Nusantara (UMN) 
who runs LMS based on Moodle Platform. The capabilities of 
the prediction method analysis evaluated on three forecast 
error measurements as can be found in Section 3.  
 
2. MOODLE LMS 
 
Learning Management System (LMS) is software that tackles 
a wide variety of tasks in the administrative context and 
provides features that support interactive learning process [3]. 
There are several kinds of LMS from open sources to 
proprietary one.  
Moodle is an open-source LMS recognized as one of the top 
E-Learning solutions for teachers and students [15], [16]. 
There are three parts of features in this LMS from General, 
Administrative and Course Development and Management 
[17]. Part of this LMS that took resources mostly is the Course 
Development and Management, where the learning object 
repositories lies in. Moodle has been observed as one of the 
LMS that has complete capabilities and accessibility [18]. 
Moodle has a range of resources that can be used to help 
teachers in delivering their courses. Moodle’s resources will 
appear as a link with an icon which represents the resource’s 
type, such as File, Folder, Book, Label, Page, IMS content 
package, and URL [19]. An example for Moodle’s User 
Interface is shown figure 1. 
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Figure 1: Example of Moodle’s User Interface 

 
 
3.  EXPONENTIAL MOVING AVERAGE AND ERROR 
MEASUREMENTS 

3.1 EMA 
EMA is a popular forecasting method that could smooth 
random fluctuations. Although it puts greater weight to recent 
data just like WMA, the weighting factor function is an 
exponential. As can be seen in Hansun et al. [20], we can 
calculate EMA for time series ܻ using: 

 ଵܵ = ଵܻ, (1) 

ݐ	ݎ݋݂  > 1, ௧ܵ = ߙ ∙ ௧ܻ + (1− (ߙ ∙ ௧ܵିଵ (2) 

where ௧ܻ   is the value at a time period, ௧ܵ  is EMA value, and ߙ 
is the constant smoothing factor which ranged 0 to 1. As can 
be seen in [21], we can estimate ߙ as: 

ߙ  = ଶ
௡ାଵ

  (3) 

In this research, we try to search for the best ߙ value, which 
minimizes the error rate by using a brute force approach. 
Three well-known forecast error measurements also will be 
explained here, i.e., mean square error (MSE), mean absolute 
percentage error (MAPE), and mean absolute scaled error 
(MASE). These measurements will be used to estimate the 
quality of forecasting methods implemented in this study. 

3.2 MSE 
MSE is the squared error sum average of the forecasted data 
with the actual one. MSE can be calculated using [22]: 

ܧܵܯ  = ଵ
௡
∑ ௧ܣ) − ௧)ଶ௡ܨ
௧ୀଵ  (4) 

where ݊ refers to the total number of data, ܣ௧  is the actual 
value, and ܨ௧ is the forecasted value.  

3.3 MAPE 
MAPE is the absolute error sum average of the forecasted and 
real data, divided by the real data. As described by Alsultanny 
[22], MAPE can be found using: 

ܧܲܣܯ  = ቀଵ
௡
∑ ቚ஺೟ିி೟

஺೟
ቚ௡

௧ୀଵ ቁ ∙ 100% (5) 

where ݊ refers to the number of data, ܣ௧ is the actual value, 
and ܨ௧  is the forecasted value. In MAPE, the accuracy is 
expressed as a percentage.  

3.4 MASE 
MASE is a relatively new method to calculate forecast error 
that was proposed by Hyndman and Koehler in [23]. It scales 
errors based on the in-sample mean absolute error (MAE) 
from the naïve forecasting method [24]-[25], and can be 
expressed as: 

ܧܵܣܯ  = ݉݁ܽ݊ ቀቚ஺೟ିி೟
ொ
ቚቁ (6) 

where ܣ௧ is the actual value of data, ܨ௧ is the forecasted value, 
and ܳ is a measure of the scale of the time series calculated on 
the training dataset, which can be found using [26]: 

 ܳ = ଵ
௡ିଵ

∑ ௜ܣ| − ௜ିଵ|௡ܣ
௜ୀଶ  (7) 

for non-seasonal time series data, and 

 ܳ = ଵ
௡ିଵ

∑ ௜ܣ| − ௜ିଵ|௡ܣ
௜ୀଶ  (8) 

for seasonal time series data. Here ݉ is the season length.  

4. RESULTS 

4.1 Dataset 
 
Dataset for prediction test gathered from Moodle that runs by 
Universitas Multimedia Nusantara in elearning.umn.ac.id. It 
takes a total of 636 time-series data rows of resources usage 
that gathered from 17 July 2014 to 28 September 2019.  
Dataset filtered by eliminating the null value and repair 
date-time formatting to fulfill the required format in the 
testing process using a web application called Phatsa. 
 

4.2 Test Phase 
 
First, the user should choose which method they want to use. 
There are three different options, i.e., SMA, WMA, and EMA. 
However, there are several required parameters here, i.e. 
 Span Data, i.e., the numerical period value in a positive 

integer. 

 Start Index, i.e., the first index in the dataset where the 
prediction begins. 

 Prediction Period, i.e., the period count that user wants to 
predict. 

In the next step, users are required to upload a formatted CSV 
file under the following rules: 

 There are two columns of data and no limitations on row 
numbers.  

 The first row contains the two labels, i.e., “Period” and 
“Value.” 
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 Below the first row are any historical data that will be used 
in the calculation. 

After successful submission of the file, the application 
calculates all data, and later, it shows original and predicted 

dataset as shown in Figure 2. The application also displays six 
calculation results, i.e., MSE, MAPE, MASE, Calculating 
Average Time, Calculating Error Time, and Overall 
Calculating Time. 

 

 
Figure 2: Prediction Results 

 

4.3 Results 
 

Table 1: Error Measurements from EMA calculation of LMS 
Resources 

 

MSE MAPE MASE 

5978474382246900
00 15930.858435489 31.933733592296 

Calculating Average 
Time 

Calculating Error 
Time  

Overall 
Calculating Time 

0.0292 0.0005 0.0297 

 
Given results in Table 1 shows a high error rate number from 
the dataset processed through the exponential moving average 
method. Even though it shows calculating time below one 
second, this result shows that exponential moving average is 
not capable of predicting LMS resources. 
 

5. CONCLUSION 
The exponential moving average has been proven to perform 
monitoring and analysis report in several LMS server. This 
study shows that the forecasting method can’t identify the 
necessity of data storage size that increased every time in 
LMS for university. Dynamically seasonal data like semester 
break, holidays, and short semester distract the method 
implementation in predicting the storage size needed for next 
semester, or even next study year. 
For future researches, other prediction methods such as 
ARIMA and Backpropagation ANN can be done. Both of 
them have successfully been applied in other case studies, as 
we can see in [27-28]. 
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