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ABSTRACT  

 
The evolution of information technology and the 

standardization of terminologies in the health area has 
generated large repositories of data that can be mined to 
enable discovery of knowledge to assist in the early 
identification of sick patients as well as cause and effect 
relationships. Among the diseases, Diabetes Mellitus 
(DM) stands out due to the increase in the number of 
cases. This, the sooner it is discovered, the better and more 
economical its treatment becomes. Thus, finding a 
standard in the use of health plans would be useful for 
discovering and classifying patients affected by the 
disease, enabling treatments to be carried out in a shorter 
time, with improvement in the patient's quality of life and 
cost reduction. The technique applied in this study is the 
application of algorithms that generate Binary Particle 
Swarm Optimization (BPSO), Support Vector Machine 
(SVM), K-Nearest Neighbor (KNN) and Naïve Bayes 
classifiers, through Data Mining, whose objective is the 
classification and selection of these patients for inclusion 
in preventive medicine programs. 

 
Key words: BPSO, Diabetes Mellitus, KNN, Naïve 
Bayes, SVM,  

 
1. INTRODUCTION 

 
Mastery of the ability to collect, store, and analyze 

data, which used to be a competitive differential between 
companies, is now an indispensable item. Also, regulatory 
agencies have obliged companies to generate and maintain 
this data, such as electronic invoices. This enormous 
amount of available data makes any analysis that is carried 
out solely by human capacity impossible, without the help 
of specific computational tools for that purpose. To solve 
this problem, private and academic entities have promoted 
a lot of research then software development that allows the 
analysis of this large volume of data. Another important 
point to be considered is the continuous increase in health-
related costs. Population aging, physical inactivity, obesity 
are some of the main factors that have caused the increase 
in cases of Chronic or Non-Communicable Diseases 
(NCDs). These are multi factorial infections that create all 
through life and are durable. Among the NCDs, diabetes 

mellitus stands out due to the high growth in the number of 
cases [1]. 

Diabetes mellitus remains defined by way of a 
metabolic syndrome caused through the lack or 
insufficiency of insulin - a hormone produced in the 
pancreas responsible for the transformation of glucose into 
energy - causing an increase in blood sugar (glucose). This 
happens because the pancreas becomes unable to produce 
the hormone in sufficient quantity to supply the body's 
demand, or else. After all, insulin resistance occurs in the 
individual. The most common and known kinds of the 
disease are: type 1 diabetes mellitus (DM1) - Popularly 
known by way of insulin-dependent diabetes, in this type, 
the pancreas is unable to produce insulin, at the expense of 
an immune problem, which causes antibodies to attack the 
cells that produce the hormone, which is called 
autoimmune destruction [2]. Type 2 diabetes mellitus 
(DM2) - In this type of disease, too known by way of non-
insulin-dependent diabetes, the problem is in the way the 
body metabolizes glucose. Unlike type 1 diabetes, in this 
case, the individual produces insulin, but he ends up having 
a resistance to the effects of the hormone, or else its 
production is unsatisfactory to be able to maintain the 
normal glucose level. This type of disease corresponds to 
90% of diabetes cases, usually occurring in obese people 
and over 40 years old. However, this situation is changing, 
being already diagnosed in young people, due to poor diet, 
and combined with a sedentary lifestyle and urban stress 
[3]. 

It is important to highlight that DM1 cannot be 
prevented, but DM2 can be prevented. However, it is 
estimated that half of the people with diabetes mellitus are 
unaware of their condition. In developing countries, this 
estimate reaches 80% [4]. 

Late treatment of diabetes mellitus causes great damage 
to the patient's health and also results in high financial 
costs for the health sector. 

One of the options for more efficient treatments and 
consequent reduction of these costs is in preventive 
medicine, which consists of programs that aim to prevent 
or treat illnesses at the beginning, which considerably 
reduces costs in addition to bringing patients an 
improvement in the quality of life. 

In this context, the health operator has prevention and 
health promotion programs. Among them, the health in 
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companies’ program and the follow-up program for 
diabetic patients stand out. 

One of the great challenges for the health operator is to 
find patients who are in the early stage of DM2 or who are 
carriers of the disease but who are not undergoing proper 
treatment. This becomes a difficult task because, although 
the diagnosis of DM2 is carried out utilizing simple tests, 
the operator does not have access to the results of these 
tests [5]. 

Considering these scenarios with a large amount of 
data, an increase in the number of cases of NCDs and an 
increasing increase in costs, the objective of this work is to 
mine the database to find patterns in the use of health plans 
that enable the identification of patients with indicative of 
DM2 and thus assist the work of preventive medicine in 
the selection of patients for participation in the diabetic 
patient monitoring program [6]. 

In this situation of automation and search for better 
results, analytical processes appear that assist in decision 
making, such as the data mining process. Data mining can 
remain defined by way of the “automatic or semi-
automatic process of exploring large databases 
analytically”. The data mining process pursuestowards 
discover patterns and new dataas of a given set of data. 
This process will be presented throughout this essay. 

Related to the fields of study of artificial intelligence 
and data mining, there is another concept that is often 
confused with data mining itself and which is called 
machine learning. In data mining, techniques are used to 
discover properties of an existing data set and possible 
correlations of different attributes of that set, and machine 
learning algorithms can remainutilized to build models that 
perform predictions or classifications of available data [7]. 

 
A. Knowledge Discovery And Data Mining 

 

A large amount of data currently available requires that 
appropriate techniques be used to discover useful 
knowledge in that data. The set of phases for this purpose 
is called Knowledge Discovery in Databases (Information 
Discovery in Databases - KDD). Fayyad (1996) defines 
KDD by way of "a non-trivial procedure of recognizing 
new valid, valuable& understandable standards" [8]. 

The KDD process involves the following iterative 
sequences [8]: 

1. Data cleaning: removal of noise and irrelevant 
data; 

2. Data integration: if there are multiple data 
sources, this step aims at the combination; 

3. Data selection: recovery of relevant data for 
the analysis of the database; 

4. Data transformation: transformation or 
consolidation of data into formats suitable for 
mining; 

5. Data mining: application of intelligent 
algorithms and / or methods to extract data 
patterns; 

6. Knowledge evaluation and representation: the 
use of techniques for visualization and 
representation in order to present the 
knowledge obtained. 

B. Related Works 
The early identification of diseases is an essential factor 

for the success of its control, cure, or treatment. In the case 
of Diabetes Mellitus, the complications of the disease 
could be minimized. 

Since the objectives of the KDD process are to find 
hidden patterns and also demonstrate cause and effect 
relationships, health data mining has benefited from these 
characteristics. The work of Vianna et al. (2010) [9], Data 
Mining and characteristics of infant mortality, seeks to find 
rules related to the causes that have led newborn children 
to death. In relation to data mining for diabetes mellitus, 
there are several articles whose focus of the study is to find 
means for the early detection of the disease. Ahamad et al. 
[10] present a program that aims to analyze data from 
patients with diabetes mellitus and/or hypertension. The 
data mining demonstrated that the rate of overweight or 
obesity among the patients in the study was very close to 
the percentages obtained in other national surveys. 

In search of generating solutions that serve the national 
health system as support for decision-making to mitigate 
and prevent diseases, the specific action program arises, 
which aims to promote and encourage the generation of 
relevant information and knowledge regarding 
technologies for health. 

Different methods are utilized to make a prediction in 
the detection of diabetes patients through [11] [12] [13] 
[14] [15] [16] and [17]. The disease control of diabetic 
patients and their diagnosis can be possible through early 
stage methods, but these are takes more time and 
representing more economic. This type of health diagnosis 
process savings the patient’s life’s with earlier methods 
classifiers (SVM, KNN, and Naïve Bayes) to analyze a set 
of data based only on differentiate constants of patients to 
carry out a prediction. 

Section 2 clearly explains about proposed methodology 
of diabetes classification system with simulation results 
and in the 4th section conclusion has been discussed 
clearly. 

 
2. PROPOSED METHODOLOGY 

 
Figure 1 clearly explains about automatic recognition of 
diabetes patients through Pima Indian datasets. In this the 
features are optimally differentiated by binary PSO 
technique. According to identified features training and 
testing has been performed through classifier. 
a. PIMA Database 

The tests of the proposed method are carried out on the 
basis of Pima Indians Diabetes data [18]. 

The eight clinical descriptors are: 
 

 
 



Manoj Niwariya  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.5), 2020, 286 – 293 

288 
 

 
Figure 1: Flow of the automatic diabetic detection using 

data mining techniques 
 
b. Attribute Selection by BPSO 

 
The particle Swarm optimization is invented by Kennedy 
et.al [19]. It is a popular probabilistic improved method, in 
which many operations are performed psychological 
instructions. 
This PSO is a population related optimization method in 
which much iteration are performed through following 
below algorithm. The population always triggered as 
Swarm, here assumes an unrestricted minimization 
problem related to function f. For every particle there is a 
real and accurate optimized solution. During each and 
every iteration particles are exhilarating through 
individual positions. the global discovery and its positions 
are continuously monitors the articles and clusters. The 
main meaning of this particles are to find out the accurate 
solution for available all particles in the cluster. Here the 
direction and realization is a major agenda of the BPSO. 
 
If s denotes the size of the cluster, each individual1 ≤ i ≤
s has the following attributes: 

 Current position for the i୲୦  individual in the 
search space x୧ = (x୧ଵ, x୧ଶ, … , x୧ୈ). 

 Current speed v୧ = (v୧ଵ, v୧ଶ, … , v୧ୈ) 
 The best position of a particle defined as p୧ 
 The best position obtained from the population as 

g୧ 
During each iteration, the optimization method looks for 
the ideal arrangement by refreshing the speed and position 
vectors of every molecule as per the accompanying 
equations: 
v୧ୢ୲ାଵ = w ∗ v୧ୢ୲ + cଵ ∗ rଵ୧(p୧ୢ − x୧ୢ୲ ) + cଶ ∗ rଶ୧(g୧ୢ − x୧ୢ୲ )
   (1) 

x୧ୢ୲ାଵ = x୧ୢ୲ + v୧ୢ୲ାଵ  (2) 
Where t denotes the t୲୦ iteration, d ∈ D dimension of the 
search space, cଵ  and cଶ  denote the acceleration 
coefficients, w is called the weight of inertia where rଵ୧ and 
rଶ୧  is a sequence of random numbers uniformly in the 
range (0, 1). 
The value of each component for the vector v୧ , can be 
limited to the interval [−v୫ୟ୶, v୫ୟ୶]  to reduce the 
probability of the particles leaving the search space. The 
weight of inertia is typically a linear variation from 0.4 to 
0.9 during the generations. The acceleration coefficients 
cଵ and cଶ, which control how far a particle will move in a 
single iteration, both coefficients have a value of 2.0 [20]. 

The particle swarm optimization algorithm was originally 
proposed to solve problems with real variables. However, 
many optimization problems, such as the problem of 
detecting spatial clusters, occur in a discrete search space. 
For this reason, [21] presents a binary approach to the 
method. Equation (2) is still applied to update the speed, 
where x୧ୢ, p୧ୢ and gୢ are restricted to 1 or 0. The speed in 
the binary approach indicates the probability that the 
element of the corresponding position assume value 1. A 
sigmoid function s(v୧ୢ) is introduced to transform v୧ୢ into 
the interval (0, 1). The binary particle swarm optimization 
algorithm updates the position of each particle according 
to the following formulas: 
 

x୧ୢ = ቄ1, rand() < (v୧ୢ)ݏ
0 Otherwise

 (3) 
 

Where (v୧ୢ) = ଵ
ଵାୣ୶୮ష౬ౚ

, and rand() is a uniform random 
number generator in the interval (0, 1). 
 
c. Classification 

i. Support Vector Machines (SVM) 
The SVM linear algorithm is capable of performing 

various tasks within the context of data mining. In 
classifying two classes, the algorithm determines a 
hyperplane that isolates the two classes of information with 
as wide an edge as could reasonably be expected. This 
prompts a decent speculation of exactness in imperceptible 
information and supports particular 
improvementapproaches by adjusting the algorithm 
parameters. 

 
Multi-class classification is present in many real-world 

problems, initially support vector machines were designed 
to deal with binary (+/ –1) problems. Now we will see how 
to deal with this problem. The objective function is 
expressed by 

: 
w୰ ∈ H,∈୰∈ R୫, b୰ ∈ R ଵ

ଶ
∑ ‖w୰‖ଶ
୰ୀଵ + ୡ

୫
∑ ∑ ε୧୰୰ஷ୷భ
୫
୧ୀଵ (4) 

 
Subject to: 

 
〈W୷ , X୧〉 + b୷ ≥ 〈W୰, X୧〉+ b୰ + 2− ε୧୰,   ε୧୰ ≥ 0    (5) 
 
Where, m ∈ {1, … , M}\Y୧  and Y୧ ∈ [1, … , M] is the multi-
class label of the X୧  pattern. 

As far as accuracy, the outcomes got with this 
methodology are equivalent to those acquired legitimately 
utilizing the one against the rest strategy. For down to earth 
issues, the decision of approach will rely upon the 
accessible constraints, significant components incorporate 
the exactness required, the time accessible for 
improvement, preparing time, and the idea of the grouping 
issue. 

 
ii. Naïve BayesClassifier 

It is a method based on probability theory; it uses 
frequencies to calculate conditional probabilities to 
calculate predictions about new cases. Naïve Bayes is both 
a predictive and a descriptive technique. Despite being 
simple, it has been successfully developed, producing good 
results in its applications. 
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Figure 2: Event E occurs in conjunction with one of 

the mutually exclusive events F୨ 
 
Let E and F be events. We can express E as: 

E = EF ∪ EFୡ   (6) 
That is, for an event E to occur, E and F must occur, or 

E must occur and F not. 
 
Because EF  and EFୡ  are mutually exclusive, then we 

have: 

 
Equation (7) states that the probability of theevent E is 

a weight of the conditional probability of E given that F has 
occurred and the conditional probability of event E given 
that F  has not occurred. Each conditional probability 
provides as much weight as the conditioned event tends to 
occur. 

 
Equation (7) can be generalized as follows: suppose 

that events Fଵ, Fଶ, . . . F୬  are mutually exclusive such that 
⋃ F୧୬
୧ୀଵ = S, where S is the sample space. In other words, 

exactly one of the events will occur (Figure 2). 
 
We can write the above as: 
 

E = ⋃ E୧୬
୧ୀଵ       (8) 

 
From the definition of conditional probability, we have: 
 

P(EF୧) = P(E|F୧)P(F୧) (9) 
 
Furthermore, using the fact that the EF୧  events, 

i = 1, … , n are mutually exclusive, we obtain that: 

P(E) = P(EF୧)
୬

୧ୀଵ

 

= ∑ P(E|F୧)P(F୧)୬
୧ୀଵ      (10) 

 
Thus, equation (10) shows how, given events 

Fଵ, Fଶ, . . . F୬  of which one and only one can occur, P(E) 
can be calculated conditioning that Fଵ occurs. That is, it is 
established that P(E) is equal to the average of the weights 
of P(E|F୧) and each term is weighted by the probability of 
the event in which it is conditioned. 

 
Now suppose that E has occurred and that you want to 

determine the probability that the event F୨ has occurred. By 
equation (10) we have: 

P൫F୨หE൯ =
P(EF୧)
P(E)  

=
൫หౠ൯൫ౠ൯

∑ (|)()
సభ

  (11) 

Equation (11) is known as the Bayes formula. Thus, we 
can consider E  as evidence of F୨ , and calculate the 
probability that F୨  will occur given the evidence, 
P(E|F୧) Now suppose you have evidence from multiple 
sources. From equation (9): 

 

P൫F୨หEଵEଶ … E୫൯ =
൫భమ…ౣหౠ൯(ౠ)

(భమ…ౣ)
  (12) 

 
The above equation will be used to obtain results. 
The assumption that gives rise to the adjective Naïve is 

the independence between the variables, which is not 
always true. However, the method has been successful in 
its application because the relevant information is 
contained in the relative magnitudes between the quantities 
and not so much in the values of the probabilities 
themselves. 

 
iii. K Nearest Neighbor Classifier 

The K-nearest neighbor algorithm is simple, but who 
can give interesting results if the data range is large 
enough. It's about a classification method widely used in 
many fields and is found also among the top 10 data 
mining algorithms [22]. To make an analogy, it is possible 
to compare this algorithm to a neighbourhood. Normally, 
houses that are close to each other have similar 
characteristics. We can group them and give them a 
classification. The algorithm uses this same logicto try to 
group the elements that are close to each other. 

First of all, three parameters are to be taken into 
consideration: the sample data, the number of closest 
neighbours to select (K) and the point we want to evaluate 
(X). Subsequently, for each element of the sample, we 
evaluate the distance between reference point X and point 
X; of the set of learning and we check if the distance 
between them is less than one of the distances contained in 
the list of nearest neighbours. If so, the point is added to 
the list. If the number of items in the list is greater than k, 
the last value is simply removed from the list. The 
algorithm itself is not very complicated and can give a 
good result with brute force if sampling is not too big. 
However, since we are talking about data mining, the 
number of individuals to be evaluated is often very big, 
that's why an optimization algorithm is needed. There are 
many types of trees to speed up a search like the JCD-tree 
or the ball tree. The algorithm ball tree will be covered 
later in this report. Here is the pseudo-code representing 
the algorithm: 

 
Algorithm: prediction of the class of a datum by the 
method of k nearest neighbors 
Requires 3 parameters: a set of examples X, a given 
x	and	k	ϵ{1, … k} 
For each example  x୧	ϵ	X	 
Calculate the distance between x୧and	x:δ(x୧, x) 
End for 
For		jϵ{1, … k} do 

KNN(j) ← arg minδ (x୧ , x)i ∈ 1, … n 
δ(x୧ , x) ← +∞ 

End for 



Manoj Niwariya  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.5), 2020, 286 – 293 

290 
 

Determine the class of x from the class of examples whose 
number is stored in the KNN. 

 
3. SIMULATION RESULTS 

Result analysis is done in MATLAB R2019 and test cases 
are taken from the UCI dataset. To perform the training 
and testing the dataset is divided 60:40 ratio. Where the 
training dataset is 60 % and the testing dataset is 40 %. 
As the simulation parameter of BPSO, the number of 
swarms is taken 60, and the iteration cycle is 100. 
 
a. Evaluation Criteria: 

The formulas shown below are used to calculate accuracy, 

precision, and sensitivity. 

Accuracy: Accuracy means what percentage of data is 

correctly classified: 

 
Accuracy = ା

ାାା
   

   (13) 
 

Precision (P): The percentage of correctly classified when 

predicting positivity is called precision:  

 
Precision = 

୭୲ୟ୪	୮୭ୱ୧୲୧୴ୣ	ୡ୪ୟୱୱ୧ϐ୧ୣୢ
  

  (14) 
 

Sensitivity: The percentage of classifying a positive class 

is called sensitivity: 

 
Sensitivity = 

୭୲ୟ୪	୮୭ୱ୧୲୧୴ୣୱ
   (15) 

 
b. Results 

i. BPSO-KNN 

 
Figure 3: Confusion matrix plot for BPSO-KNN classifier 

with number of features=8 
 
The above confusion plot explains the two-class Diabetes 
classification with 8 attributes. Where 76samples are 
tested against the KNN based trained model. The archived 
accuracy in the classifier is 82.9%. 

 
Here, TP=47, TN=16, FP=10, FN=3 

Accuracy =
TP + TN

TP + TN + FP + FN =
47 + 16

47 + 16 + 10 + 3
= 82.9% 

Precision =
TP

TP + FP
=

47
47 + 10

= 82.5% 

Sensitivity =
TP

TP + FN =
47

47 + 3 = 94% 

 
Figure 4: Confusion matrix plot for BPSO-KNN classifier 

with number of features=19 
 

Here, TP=41, TN=42, FP=19, FN=13 

Accuracy =
TP + TN

TP + TN + FP + FN =
41 + 42

41 + 42 + 19 + 13
= 72.2% 

Precision =
TP

TP + FP =
41

41 + 19 = 68.33% 

Sensitivity =
TP

TP + FN
=

41
41 + 13

= 75.92% 
 
 

ii. BPSO-SVM 

 
Figure 5: Confusion matrix plot for BPSO-SVM classifier 

with number of features=8 
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Here, TP=50, TN=41, FP=20, FN=4 

Accuracy =
TP + TN

TP + TN + FP + FN =
50 + 41

50 + 41 + 20 + 4
= 79.1% 

Precision =
TP

TP + FP =
50

50 + 20 = 71.42% 

Sensitivity =
TP

TP + FN
=

50
50 + 4

= 92.6% 

 
Figure 6: Confusion matrix plot for BPSO-SVM classifier 

with number of features=19 
 
Here, TP=48, TN=40, FP=21, FN=6 

Accuracy =
TP + TN

TP + TN + FP + FN =
48 + 40

48 + 40 + 21 + 6
= 76.52% 

Precision =
TP

TP + FP
=

48
48 + 21

= 69.6% 

Sensitivity =
TP

TP + FN =
48

48 + 6 = 88.9% 
 

 
iii. BPSO-Naïve Bayes 

 

 
Figure 7: Confusion matrix plot for BPSO-Naïve Bayes 

classifier with number of features=8 

Here, TP=46, TN=20, FP=6, FN=4 

Accuracy =
TP + TN

TP + TN + FP + FN =
46 + 20

46 + 20 + 6 + 4
= 86.8% 

Precision =
TP

TP + FP =
46

46 + 6 = 88.5% 

Sensitivity =
TP

TP + FN
=

46
46 + 4

= 92% 

 
Figure 8: Confusion matrix plot for BPSO-Naïve Bayes 

classifier with number of features=19 
 
Here, TP=48, TN=12, FP=14, FN=2 

Accuracy =
TP + TN

TP + TN + FP + FN =
48 + 12

48 + 12 + 14 + 2
= 78.9% 

Precision =
TP

TP + FP =
48

48 + 14 = 77.41% 

Sensitivity =
TP

TP + FN
=

48
48 + 2

= 96% 
 

Table 1: Comparative analysis of accuracy 
 

Data
base 

Num
ber 
of 
Featu
res 

Accurac
y for 
BPSO-
KNN  

Accuracy for 
BPSO-SVM 

Accuracy 
for BPSO-
Naïve Bayes  

Diab
etes 

8 82.9 % 79.1 % 86.8% 

Diab
etes2 

19 72.2% 76.52 % 78.9 % 

 
Table 1 describes the accuracy of proposed methods 
where attributes selected using BPSO and trained with 
different classifiers i.e. KNN, SVM, and Naïve Bayes 
algorithm. It can be observed that BPSO-Naïve Bayes 
yields higher accuracy of 86.8%, then other methods. 
There are two datasets used for Diabetes prediction. 
Diabetes 2 datasets are comprising 19 attributes which 
give the highest accuracy of 78.9% with Naïve Bayes. 
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Table 2: Comparative analysis of precision in percentage 
for two classes 

 
Data
base 

Class
es 

Precision 
for 
BPSO-
KNN  

Precision for 
BPSO-SVM  

Precision for 
BPSO-Naïve 
Bayes  

Diab
etes 

2 82.5% 71.42 % 88.5% 

Diab
etes2 

2 68.33% 69.6 % 77.41 % 

 
Table 2 describes the precision of proposed methods 
where attributes selected using BPSO and trained with 
different classifiers i.e. KNN, SVM, and Naïve Bayes 
algorithm. It can be observed that BPSO-Naïve Bayes 
yields higher precision of 77.41%, then BPSO-KNN 
(82.55) and BPSO-SVM (71.42 %) respectively. There are 
two datasets used for Diabetes prediction. Diabetes 
datasets are comprising 8 attributes which give the highest 
precision of   88.5 % with Naïve Bayes. The classifier is 
classified for 2 classes. 
 
Table 3 Comparative analysis of sensitivity in percentage 

for two classes 
 

Data
base 

Class
es 

Sensitivi
ty for 
BPSO-
KNN  

Sensitivity for 
BPSO-SVM  

Sensitivity 
for BPSO-
Naïve Bayes  

Diab
etes 

2 94 % 92.6 % 92% 

Diab
etes2 

2 75.92% 88.9 % 96 % 

 
4. CONCLUSION 

The KDD and data mining process show great potential 
in the search for solutions to various problems and 
questions in the most diverse areas of human knowledge. 
In the health field, it can contribute to disease prevention 
and health promotion, although there are still many 
challenges to be faced. This study demonstrated that the 
classification algorithms are able to demonstrate 
relationships in the data that are consistent with reality. 
However, it is necessary to consider that there are 
limitations and that the knowledge of specialists is essential 
to judge the rules presented. Considering the growing 
number of patients affected by diabetes mellitus with the 
consequent reduction in quality of life and also the increase 
in costs for Health Operators, the proposal to analyse the 
database of use of health plans to find standards that allow 
the classification of patients with indications of diabetes 
mellitus shows whether a useful and viable implantation 
process. The Naïve Bayes showed satisfactory results that 
can greatly assist in the search for patients with diabetes 
mellitus indications for the diagnosis and subsequent 
inclusion in preventive medicine programs. The maximum 
classification rate obtained with our method is 86.8%.  

In terms of perspectives, the prediction of diabetes 
using learning methods can be broadened by using basic 
knowledge methods to increase the interoperability of the 
diagnosis. 
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