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 
ABSTRACT 
 

Human detection and tracking are useful in many 
applications like video surveillance, patent monitoring, scene 
understanding etc. The problem of human/ object detection 
becomes difficult in changing illumination and background. 
This paper proposed a comparative study of two methods of 
object detection and tracking in changing lighting. The first 
method suggested updates the background information 
continuously, and the other uses the depth information for 
segmentation. The performance of two ways compared based 
on the time required for segmentation and algorithmic 
complexity. It is observed that the use of depth information 
makes the system robust against varying illumination and less 
complex.  

Key words : Human Activity Recognition, Varying 
illumination, Segmentation 
 
1. INTRODUCTION 
 
Over the past decade, our lives have been influenced by 
computers and worldwide tremendously. Computers extend 
our possibilities to communicate by performing repetitive and 
data-intensive computational tasks fundamentally. Because of 
recent technological advances, video data has become more 
and more accessible and now became very useful in our 
everyday life. Today, our commonly used consumer 
hardware, such as notebooks, mobile phones, and digital 
photo cameras are allowing us to create videos, while faster 
internet access and growing storage capacities enable us to 
publish directly or share videos with others. However, even 
though the importance of video data is increasing, the 
possibilities to analyze it in an automated fashion are still 
limited. In any surveillance application the first step is 
detection and tracking the human or interested object. This 
task becomes difficult in changing illumination. The 
background required to be updated continuously which 
increases time complexity. In this paper we proposed two 
approaches of human/object detection and tracking, one uses 
updating background continuously and other makes the use of 

 
 

depth information along with RGB for object detection and 
tracking. The comparison of these two  
Approaches are presented in this paper which will help the 
researchers to select the appropriate method for their work. 
 
2. BACKGROUND 
 
The first step in any video surveillance application is 
Segmentation. For detecting the object knowledge of 
background, is essential. Any changes in illumination and 
viewpoint make this task critical. Differentiating the objects 
that are of similar color as of background turns more difficult. 
Depth information can be used along with color information 
to make the segmentation process robust and less complex. 
The traditional approaches for activity recognition in videos 
assume well-structured environments and they fail to operate 
in largely unattended way under adverse and uncertain 
conditions from those on which they have been trained. The 
other drawback of current methods is the fact that they focus 
on narrow domains by using specific concept detectors such 
as human faces, cars and buildings. 
 
3.METHODOLOGY 
 
3.1 Object detection and tracking in changing 
illumination and background 
In many of the practical applications the illumination 
condition is not static whereas it keeps on changing. 
Detection and tracking of the object in this dynamic condition 
becomes difficult and challenging. This model detects and 
tracks the object in varying illumination. This method 
consists of continuously updating background for object 
detection and tracking. The foreground is extracted from the 
video sequence by learning background continuously by 
checking all pixel values from previous frames and 
subtracting it from test frame.  
The system is executed in three steps 
1. Continuously updating background modeling algorithm. 
2. Object feature extraction. 
3. Classification. 

With background modeling algorithm, we can remove the 
constant pixel values means remove pixels whose values 
remain constant over some frames. Algorithm successfully 
removes noise, shadow effects and robust to the illumination 
change.  
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Real time features are extracted from the frames extracted 
from the video sequence. The features include the height, 
width, height width ratio, centroid. For a pedestrian, the 
periodic hand and leg movement is unique, and this is the 
feature that is used to classify the human from all other 
classes.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Segmentation using Background Subtraction 

 
The real-time features that are acquired from the feature 
extraction stage are a base to classify the detected object into 
various categories such as pedestrian, group of pedestrian, 
vehicles, etc. Background subtraction is particularly a 
commonly used technique for motion segmentation in static 
scenes. It attempts to detect moving regions by subtracting the 
current image pixel-by-pixel from a reference background 
image that is created by averaging images over time in an 
initialization period. Some background subtraction 
techniques have many problems, especially when used 
outdoors. For instance, when the sun is covered by clouds, the 
change in illumination is considerable. In this framework, we 
have implemented continuously updating background 
modeling algorithm that ensures the removal of illumination 
change during the day, dynamic scene changes. The 
following figure shows the simple diagram for background 
subtraction. 
 
 
 
 
 
 
 
 
 
  
 
      
 
 
 
 

Figure 2: Background Modeling 

The following equation gives the pure background. 
B(x,y) = I(x,y)   if | Bi(x,y) – Ii(x,y) | < Tbackground, for all i 
; else check illumination change. 
 
 
b)  Algorithm 
 

1. Start. 
2. Read a video input. 
3. Extract the frames from the video. 
4. Convert each frame to grayscale. 
5. Consider initial six frames as learning frames for threshold 

calculation. 
6. Calculate threshold values for background. 
7. Consider next ten frames for object detection. 
8. Compare incoming frame pixels with threshold values. 
9. If more than 40% of the pixels are changed then it is 

temporary illumination change, consider next frame else 
extract the foreground object from the entire frame. 

10. Deduce boundary for foreground object. 
 
 

c) Parameters of the model 
1. Video type : AVI consist of moving objects like humans 
and vehicles 
2. Illumination conditions: Varying (outdoor scenes) 
3. No of videos: 30 
4. Frames per video 30 to 40 
 
3.2 Human/ Object Detection using RGB –D Information 
 

 
Figure 3: Segmentation using Depth Information 

 
Proper segmentation is the first challenge faced in the activity 
recognition project. For background removal many methods 
require that a user have a known, uniformly textured, or 
colored background. For segmentation, we are considering 
the depth and color information of the image, into account. To 
recognize objects that have similar colors depth data can be 
segmented easier than color images. However, close objects 
with similar depths (e.g. two close people side by side) can not 
be easily identified at the same time. Having both depth and 
color data about the same frame is a quite common thing. 
Moreover, it is possible to recognize better the objects in the 
site by exploiting both geometries (depth) information and the 
color cues. By doing segmentation, we are generating a 
silhouette image. The steps included in segmentation are as 
follows: 
1) We have done preprocessing on depth image that is used 
for reduction of noise that is coming from surround objects 
such as wall.  
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2) After preprocessing we have done binarization of a picture. 
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Where, Pim = preprocessed image, Bim = binary 
image 
3) We have obtained locations of standing persons using the 
sum of columns and rows.  

HhorizontalaxisYPerson TiSumifiLocation  )(
 

We have selected first and last value of in Locationpersons 
y-axis as the y-axis limits for bounding box.  Similar process 
is done for Locationpersons x-axis. 
4) By using location on x and y-axis we have found the width 
and height of bounding box. 

121 LLWidth boxbounding 
  

where L2= location(2) person x-axis and L1=location(1) 
person x-axis 

342 LLWidth boxbounding 
 

where L4= location(4) person x-axis and L3=location(3) 
person x-axis 

342 LLWidth boxbounding 
 

where L2= location(2) person y-axis and L1=location(1) 
person yx-axis 

5) Later we have only selected the pixel locations that are 
present in bounding box boundaries decided by location of 
height and width- 
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Where,  I = segmented image (i,j) 
  L1x = locationperson x-axis (1)  
  L2x = locationperson x-axis (2) 
  L1y = locationperson y-axis (1) 
  L2y = locationperson y-axis (2)  
 
This gives us the segmented human/object present in the 
video that is moving. This proposed method is less complex 
and more accurate as we have not used the continuous 
updating of the background. Due to the use of depth 
information along with RGB obtained from Kinect sensor the 
segmentation becomes independent of illumination 
condition. 
 

b) Parameters of the model 
1. Dataset : MMS 3-D HAR database 
2. Illumination conditions: varying 
3. Background information: no 
4. No of videos: 110 
5. Frames per video: 100 
6. Type of video: RGB and depth 
 
 

4. RESULTS  
 
Experimentation carried out with model I i.e. object detection 
and tracking in varying illumination and background shows 
the results at different stages in detection and tracking of 
moving object in the video. This simulation is done on total 
thirty videos recorded by RGB camera in outdoor 
environment.  
 
a) Result for video containing moving human 

Table (1): Segmentation Result for Background Subtraction 
using Continuous Updation of Background 

 

Table 1: Segmentation Result  for model  I 
 
  

 
 
 
 
Experimentation on model II  i.e. human activity recognition 
with RGB-D data is carried out on the MMS 3-D HAR dataset 
comprising total hundred and ten videos  for ten activities 
performed by eleven individuals in four lighting conditions. 
Results obtained at various stages are given below. 
a) Dataset  
MMS 3-D HAR dataset consist of total hundred and ten 
videos of ten human-human activities recorded by eleven 
individuals in four lighting conditions. Table 4.2.1 shows all 
these activities and the recorded information 
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Table 2 : Dataset Categories with Depth and Skeleton Information 
 

 
 
b) Segmentation 
The first step in the activity recognition is segmentation. 
Table  shows the detection of the silhouette in the different 
illumination condition. 
 
Table 3 :  Segmentation using RGB-D Data in Varying Illumination 
 

  

From the results, it is observed that there is no effect of 
changing illumination on the extracted silhouette this is due 
to the use of depth information shown in the table along with 
RGB information. This makes the segmentation less 
complex, less time consuming and more accurate. Time 
required for segmentation in RGB-D case is around 3 sec 
whereas if background is updated continuously to tackle the 
problem of varying illumination it takes around 25 sec for 
segmentation. Therefore it is difficult to maintain the frame 
repetition rate required in video processing to make it real 
time. 
 
Comparison of segmentation algorithm based on time 
complexity: 
The computational and experimental models are compared 
for the time required for segmentation. Model 1 and model 2 
tested with the videos recorded in varying illumination 
condition. For model 1  the videos are captured by sony pc 
camera, whereas for model 2 videos are captured by Kinect 
Microsoft sensor. 
It is observed that the time required for model 1 is more as 
compared to model 2. The very important point which can be 
noted here is in case of model 2 even the illumination 
condition is varying the time required for execution is very 
less as compared to other models. 
 

Table 4 : Comparison of segmentation algorithm based on time 
complexity 

 

Sr. 
No. 

Object 
Detection 
Algorithm 

No. of 
Frames 
in video 

Time 
Elapsed 
in sec 

Lighting 
Conditio

n 
01 Background 

Subtraction 
using 
continuous 
updating 

40 25.62 Changing 

02 Background 
Subtraction 
using RGB-D 
data 

100 3 Changing 

 
 
5. CONCLUSION 
 
In model II depth and color information is used in 
segmentation because of which segmentation is accurate and 
also independent of illumination condition. So, it is possible 
to detect human/ object from the recorded video with varying 
illumination conditions, which makes algorithm robust. 
Continuous updating the background is not required. Hence, 
algorithm becomes less time complex and the possibility of 
real time implementation increases. 
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