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Logistic regression and Random forest-based hybrid classifier 
with recursive feature elimination technique for                             

diabetes classification 

ABSTRACT  
Diabetes mellitus is a chronic metabolic ailment being 

considered as one of the deadliest diseases in the world. 
Millions of cases and deaths have been reported due to 
diabetes. Initial forecast of diabetes condition helps in 
reducing the death rate significantly that happen due to it. 
Current advancements in biomedical techniques have 
facilitated to store the electronic health record datasets 
which can be analyzed for better diagnosis. In order to 
explore these datasets, data mining techniques are 
considered as promising techniques which examines the data 
rapidly and provides a desired outcome. In this work, the 
data mining technique was adopted for diabetes 
classification using machine learning techniques. The 
proposed approach comprises of several steps such as 
missing value imputation, attribute selection and 
classification which are performed using mean missing value 
imputation, logistic regression &Recursive Feature 
Elimination for feature selection and random forest for 
classification, respectively. The evaluation results 
demonstrate that projected methods achieve97.39% 
prediction accuracy which shows a significant improvement 
in contrast to prevailing current approaches.  
 
Key words: diabetes classification, missing value 
imputation, feature selection, Random forest classification 
 
1. INTRODUCTION  

Diabetes mellitus is basically a term for a group of 
diseases which gets occurred due to metabolic disorders and 
represented by the high level of blood sugar [1]. It is also 
known as diabetes. The inappropriate diagnosis and care of 
diabetes can cause serious health issues such as kidney 
failure, cardiovascular disease, heart attack, stroke, blood 
vessels, arterial disease, and damage to the nerves [2,3,4]. A 
study presented in [5] reported that about 122M population 
was suffering with diabetes in 1980s. Later, in 2014, this 
number has increased and reached about 422 million people 

[5] and it is estimated that this figure will reach about 642 
million diabetes patients in 2040 [6].  Moreover, about 1.6 
million death count has been reported due to diabetes 
[7].  Hence, it becomes a challenging task for biomedical 
researchers to prevent the increase of diabetes. The best way 
to reduce the death and diabetes patient counts is to predict it 
in early-stage and get the appropriate diagnosis. Thus, the 
early prediction is an important task that can help to reduce 
the diabetes patient count. 

Generally, diabetes is categorized into three main 
categories as, type-I, type-II and gestational diabetes (GD). 
The types-I diabetes normally affects the youngsters with 
less than 30 years of age. The early signs of Type-1D are 
realized as weight loss, polyuria, hunger, thirst, and vision 
change. The type-2D affects the individuals aged over 45 
years and the persons associated with hypertension, obesity, 
arteriosclerosis and dyslipidemia [8]. The third type of 
diabetes mostly affects pregnant women. The early 
prediction of diabetes is a tedious task because the medical 
data are nonlinear, unstructured and complex in nature. 
Currently, research community has focused on development 
of the automated systems for diabetes prediction. Machine 
learning (ML) and Data Mining (DM) based techniques have 
gained attraction to handle these types of data to learn the 
patterns for early prediction. Data mining is used to mine the 
probable information from a huge data corpus while making 
use of certain algorithms. Currently, data mining techniques 
are embraced globally in diverse real time applications such 
as business and medical field. Current advancements in 
computer technology have facilitated several advantages to 
the medical treatments. Nowadays, huge amount of data is 
recorded and stored in medical institutions which are 
considered as useful resource for disease research. the data 
mining technique can process large amount of historical 
medical data and diagnosis rules can be built to improve the 
diagnosis performance. The data mining and machine 
learning techniques are widely adopted in diabetes 
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classification such as Rashid et al. [9] used Artificial Neural 
Network (ANN) and Decision Tree Classifier (DT) for 
diabetes classification, neuro-fuzzy classifier [10], 
convolution neural networks [11], AdaBoost[12], improved 
KNN [13], decision tree & Random Forest [14],SVM, k-
nearest neighborhood, Naïve Bayes, logistic regression and 
many more [15]. The performance of these techniques 
depends on the attributes. The selection of optimal attributes 
is an important task. Several techniques are present based on 
feature selection scheme such as rough set [16], genetic 
algorithm [17], missing value imputation & F-score based 
feature selection [18]. These techniques of feature selection 
are used to choose substantial features which helps to 
improve the classification accuracy performance. Due to the 
significant improvement in the classification accuracy 
performance, and main focus on the machine learning based 
technique and introduce a novel classification algorithm for 
diabetes classification. However, the existing techniques 
suffer from various issues such as computational 
complexities, and poor classification accuracy. 

 

1.1. Brief description and contributions of proposed 
approach 
The proposed model contains several stages such as missing 
value imputation, attribute selection, random forest 
classification and performance measurement. The first phase 
is to perform missing value imputation where mean 
modeling is used for estimating the missing value. The 
missing value helps to improve the classification accuracy. 
The next phase is to perform attribute selection where 
logistic regression model and recursive feature elimination 
method are used. Further, employed random forest classifier 
to classify the data with the help of decision trees. Finally, 
measured the efficiency of proposed approach in terms of 
classification accuracy, precision, recall and F1-score. 
This article is arranged in the following manner: the 
2ndsection of this paper briefs out some of the latest and 
standard techniques in the area of diabetes classification 
using machine learning methods, 3rdsection of the article 
describes proposed scheme to enhance diabetes 
classification accuracy, subsequently, 4thsection evaluates 
the efficiency of proposed scheme and compares with 
standard existing methods, lastly,5thsection lists out the 
concluding remarks and give directions for the future works. 
  
2. LITERATURE SURVEY  

 
Here, review of the contemporary techniques of diabetes 
classification which includes techniques for feature selection 
and classification.  
Rashid et al. [9] presented data mining-based model for 
diabetes classification which uses two sub-modules to 
establish the relationship between diabetes and blood sugar 
rate. The first one makes use of ANN to predict the rate of 
fasting blood sugar (FBS), the second sub-module 
establishes the relation between FBS and symptoms of 
patient’s healthiness by using decision tree classifier. 
Gemanet al. [10] presented a hybrid ANFIS (Adaptive 

Neuro-Fuzzy Inference System)to classify diabetes patients 
by making use of diabetes pedigree function for fuzzy rules. 
Zhong et al. [13] focused on prediction of Gestational 
diabetes mellitus using machine learning by using improved 
KNN and improved Back Propagation (BP) neural network.  
Sejdinović et al. [19] used ANN for classification of pre 
diabetes and type-II diabetes. Choubey et al. [20] presented 
feature selection-based strategy where genetic algorithm 
(Genetic Algorithm) is applied for attribute selection which 
reduces 4 attributes among 8 attributes. In next phase, Radial 
Basis Function Neural Network (RBF NN) is applied to 
classify these attributes. Similar to this, Akyol et al. [22] 
presented feature selection scheme combined with ensemble 
learning method for diabetes classification. In the first phase, 
weighting methods are applied for feature selection. Later, 
AdaBoost, gradient boosted trees and Random forest-based 
ensemble methods are applied to classify the data. Ndaba et 
al. [21] introduced an improved GRNN (Generalized 
Regression Neural Network)to predict T-2 diabetes. Their 
technique enhances K-means clustering to generate the 
centroids of clusters which are used to train the network. 
Deep learning-based techniques are also widely adopted in 
various real-time machine learning based systems. 
Kannadasan et al. [23] focused on the type-II diabetes 
classification using deep learning scheme with stacked auto 
encoders. The auto encoders analyzes the features and 
softmax layer performs data classification. To further 
improve the performance, a backpropagation model is 
incorporated in a supervised manner which is used for fine 
tuning the network. Prabhu et al. [27] presented deep 
learning model for type-II diabetes classification. According 
to this process, the diabetes data is pre-processed and 
normalized later deep belief neural network is applied for 
data classification. In some case, the imbalanced data and 
missing values in the recorded data degrades the 
classification performance. To overcome this issue, Wang et 
al. [24] presented a combined approach where first of all, 
Naïve Bayes method is applied to identify and impute the 
missing values. Later, class imbalance problem is solved by 
using an adaptive synthetic sampling method (ADASYN), 
finally, random forest (RF) classifier is applied to classify 
the data and generate the prediction. Choubey et al. [25] 
used feature selection scheme using PSO-SVM and later 
fuzzy decision tree classifier is applied for diabetes 
classification. Lukmanto et al. [18] used F-score feature 
selection and fuzzy support vector machine for 
classification. SVM is used for training the dataset which 
helps to generate the fuzzy rules. With the help of these 
rules, the fuzzy inference classifies the selected attributes. 
Erdem et al. [26] focused on evolutionary computation 
approach and presented multi-objective genetic algorithm 
with symbolic regression to find best solution according to 
the formulated problem. Finally, majority voting scheme is 
applied for classification. Zheng et al. [28] focused on Type 
2 Diabetes Mellitus and developed a semi-automated 
machine framework to improve the classification 
performance. Several classifiers are evaluated such as KNN, 
Naïve Bayes (NB), SVM,Decision Tree (DT), Random 
Forest and Logistic Regression (LR).Polat et al. [31] used 
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PCA for dimension reduction and combination of ANN and 
Fuzzy logic as adaptive neuro-fuzzy inference for prediction 
of class. Kahramanli et al. [32] presented a novel 
methodology using ANN and fuzzy Neural Network. 
Temurtas et al. [33] presented a comparative research on 
PIMA Indian diabetes classification techniques. This work 
uses multilayer NNthat is trained using Levenberg–
Marquardt (LM) scheme and a probabilistic NN. Caliskan et 
al. [34] presented deep learning-based strategy where 
internal parameter spaces are divided into different partitions 
and each partition is optimized individually using L-BFGS 
optimization. This deep learning scheme uses auto encoder 
with soft max classifier [35].  
 
3. PROPOSED MODEL  

 
Previous sections present various aspects of diabetes 

and recent techniques of diabetes classification using data 
mining and machine learning techniques. However, the 
existing techniques suffer from various issues and 
challenges. Hence, to overcome these issues, and presented a 
novel methodology to classify the diabetes disease using 
data mining techniques. Our proposed method uses missing 
value imputation, feature selection and random forest-based 
classification approach [36-39]. The complete overview of 
proposed model is presented in below given figure 1.  

 
 

 
Figure 1: Process of proposed approach of diabetes 

classification 
 

3.1 Missing value imputation 

The missed or absent values in the dataset lead towards the 
poor classification or misclassification. In this work,  mean 
imputation method is used where each missing attribute is 
substituted with the average of other known values of that 
particular column. Let  is the missing attribute value of 

 instance which can be assigned as: 
Here ,I(complete), is the array of indexes which aren’t 
absent in Xi, and nI(complete)  denotes the sum of instances 

in which jth attribute isn’t absent. Here presented the 
outcome of mean imputation in pima Indian diabetes dataset.  
selected original input as 5x8 table where 5 instances and 
their 8 attributes are considered. Below given table 1 gives 
information about abbreviations and table 2 shows the input 
for imputation process.  

Table 1:Abrivations 
Parameter  Symbol 
No. of times pregnant Np 
Plasma glucose 
concentration 

Glu 

Diastolic blood 
pressure (mm Hg) 

Dbp 

Triceps skin fold thickness (mm) Tskft 
2-h Serum insulin 
(µU/ml) 

2-h Si 

Body mass index 
(kg/m2) 

BMI 

Diabes pedigree 
function 

Dpf 

Years of age Ya 
Identification of Type 2 Diabetes It2b 

 
Table 2: Input data for missing value imputation 

Np Gl
u 

Dbp Ts
kft 

2-h 
Si 

BMI Dpf ya 

5 139 64 35 140 28.6 0.411 26 
1 96 122 0 0 22.4 0.207 27 

10 101 86 37 0 45.6 1.136 38 
0 141 0 0 0 42.4 0.205 29 
0 125 96 0 0 22.5 0.262 21 

In this table, the 0 value indicates the missing value. This 
data in process through the mean missing value imputation 
which gives the output as presented in table 3.  

Table 3: Output of missing value imputation 
Np Glu Db

p 
Ts
kft 

2-h 
Si 

BM
I 

Dpf ya 

5 139 64 35 140 28.6 0.411 26 
1 96 122 29 149.

61 
22.4 0.207 27 

10 101 86 37 149.
61 

45.6 1.136 38 

4.4
5 

141 71.
625 

29 149.
61 

42.4 0.205 29 

4.4
5 

125 96 29 149.
61 

22.5 0.262 21 

 
 With the help of this, the missing value problem is solved 
and also it helps to improve the classification accuracy.  
 

3.2 Feature Selection  

Feature selection plays an important role in the field of 
DM and ML by reducing the computational complexity and 
selecting the significant features to improve the 
classification performance. In this work, used a combined 
model of logistic regression and recursive feature 
elimination for attribute selection. Regression is one of the 
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machine learning technique which helps to associate the 
relation between dependent and target variables [40, 41]. 
Generally, the regression models are categorized as linear, 
polynomial and logistic regression. The linear and 
polynomial models use numeric variables whereas logistic 
regression uses categorical variables. In this work, we have 
diabetes classes as the categorical for hence,  use of logistic 
regression model to construct the feature selection model. 
Let us consider that the dataset contains N points where each 
point  contains a set of Iinput variables as  
x_(1,i),x_(2,i)…x_(m,i) which are independent variables and 
known as attributes, and binary output  which contains 
dependent variables known as target class.  Used a sigmoid 
function to normalize the values in the range of [0,1]. The 
logistic function can be defined as: 

 

  (2) 
 
 
The dataset contains several attributes, however each 

attribute doesn’t have a significant role to classify the data 
accurately is listed in table 4. Hence, removing the features 
with low importance helps to improve the accuracy and 
reduces complexity. In this work, used Recursive feature 
elimination (RFE) technique, which uses logistic regression 

model for fitting the attributes and removes the features 
which shows low importance. This process is repeated until 
the entire attribute list is processed. According to the 
elimination, the features are ranked for further processing. 
The attributes which are having higher  value, are selected. 
Below given table 5 shows attribute selection process for the 
different number of attributes.  

Table 5: Attribute selection and ranking 
Number of 
attributes 

Selected 
attributes 

Feature 
Ranking 

2 1,7 1,4, 3, 5,7,2,1, 6 
3 1,6,7 1, 3, 2, 4, 6, 1, 1, 

5 
4 1,3,6,7 1,2,1,3,5,1,1,4 
5 1,2,3,6,7 1,1,1,2,4,1,1,3 
6 1,2,3,4,6,7 1,1,1,1,3,1,1, 2 

These selected attributes are processed through the 
random forest classifier to classify the diabetes data. 
 

3.3 Random Forest classification  

In this section, presented the random forest classifier 
modeling for dataset classification. Random forest is 
considered as a promising ensemble learning scheme in the 
arena of pattern recognition and ML. This scheme is 
associated with tree classifiers. However, the tree classifiers 
suffer from the higher variance issues, hence, the minor 
variation in training data may lead towards the significant 
change in the constructed decision tree because of hierarchal 
nature of trees. Let us consider that a learning set is 
presented as  contains  
number of vectors, in which signifies the observations or 
training data and which signifies the class labels. 
During classification, the  data is mapped according to 
their class labels as  with the help of trees. The main aim of 
random forest to construct the binary sub-trees with the help 
of the training bootstrap sample from learning dataset. The 
considered random forest method uses bagging and random 
feature selection models from Breiman’s and Ho’s concept 
to 
Algorithm 1: Random forest algorithm classifier  
Step 1:Start 
Step 2: Create  classifiers  
Step 3:For i=1 till c  
Arbitrarily sample the training samples X with 
replacement for generate the trained dataset 
    Construct a decision node in the tree as Ni  
which contains the training samples 
Step 4: check the number of classes in Ni  
Step 5 : if N contains only one class then  
               Return 
Else 
Step 6: randomly select certain number of features 
from N  
Step 7: generate the T number of child nodes as 
N,N1…Nf the selected features f 
Step 8: For i=1 to f 
   Map the contents of Ni  to Xi  where Xi  

Table4:Attributes details of PIMA Indian diabetes dataset 

Attri
bute 
num
ber 

Nam
e of 
attri
bute 

Descr
iption 
 

Mi
nim
um 

Maxi
mum 

Mea
n 

Standa
rd 
deviatio
n 

1 Np SC 0 17 3.8 3.4 

2 
Glu 

SC 0 199 120.
9 32.0 

3 
Dbp SC 

(mm 
Hg) 

0 122 69.1 19.4 

4 Tskft SC 
mm 0 99 20.5 16.0 

5 
2-h 
Si 

SC in 
(mu 
U/ml) 

0 846 79.8 115.2 

6 

BMI SC 
(wt in 
kg/(ht 
in 
m)^2) 

0 67.1 32.0 7.9 

7 Dpf SC 0.0
78 2.42 0.5 0.3 

8 ya SC 21 81 33.2 11.8 

9 It2b Y=1 
N=0 NA NA NA NA 
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denotes the total instances in N 
   Build decision tree 
End for  
End if 
Step 9 End. 

 
Construct the ensemble classifier. The random forest 

method selects the features and constructs the decision node 
for database training. During the training process, the 
training set is generated by considering  random examples 
from the training set for each classifier. In this way, all 
classifiers training sets are aggregated and a final classifier is 
constructed. Below given figure presents algorithm steps for 
the random forest classifier.  
 
4. RESULTS AND DISCUSSION  

 
Here, presented the experimental outcomes and 

comparative analysis using proposed classification approach. 
The proposed approach is implemented using Python 3.7on 
Intel Core i5 3.40GHz CPU with 8GB RAM on windows 10 
OS. The performance of proposed scheme is evaluated 
against existing methods as mentioned in [23] in terms of 
classification accuracy. The performance measurement 
metrics are described in the following subsection. The 
dataset is obtained from the publicly available UCI 
repository which has overall 768 attributes with diabetes and 
non-diabetes classes. Below given table 1 describes the 
dataset details such as attribute details, mean and standard 
deviation values.  
 

4.1 Evaluation metrics 

This section describes the performance measurement 
parameters such as classification accuracy, precision, recall 
and F1-score. These metrices are obtained with the help of 
Confusion Matrix (CM) which contains the instance counts 
of correctly classified samples and incorrectly classified. 
Below given table 6 shows a two-class CM.  

Table 6: Confusion matrix 

 
Actual class 

Predicted class 

Healthy Diabetes 
Healthy TP FN 
Diabetes FP TN 

With the help of this matrix, compute classification accuracy 
which is a measurement of rate of correct classification. It is 
measured by taking the ratio of correctly classified instances 
and total instances. This can be expressed as: 

 
 
Later, compute precision matrix with the help of true 
positive and false positive instances. This computation can 
be expressed as: 
.  

 

Similarly, recall value is computed using true positive and 
false negative values which is computed as: 
 

 
 
Finally, F1-score is calculated that is the average of 
precision and sensitivity outcomes. It is measured as: 
 

 
 

4.2 Efficiency measurement and comparative 
analysis  

The performance of proposed approach is measured into two 
test cases as training data and testing data. Later obtained all 
performance metrics for both training and testing datasets. 
The CM of training dataset is presented in below given table 
3. With the help of above matrix table, attain the accuracy 
performance as 98.88% and other performance parameters 
as given in table 4. Similarly, obtained the CM values for 
testing data as presented in below table 5. This matrix is 
measured for 30% testing dataset. With the help of this 
confusion matrix,  compute other performance measurement 
parameters such as precision, recall, F1- score and accuracy 
as presented in table 7. 

 
Table 7: Confusion matrix for training dataset 

 

 
Actual class 

Predicted class 

Healthy Diabetes 
Healthy 348 (TP) 1 (FN) 
Diabetes 6 (FP)  182 (TN) 

 
 

Table 8: Statistical performance parameters for training 
dataset. 

Class Precision Recall F1-score Accuracy 
0 0.96 1 0.98 98.88% 1 1 0.92 0.96 

 
Table 9: Confusion matrix for testing dataset 

 

 
Actual class 

Predicted class 

Healthy Diabetes 
Healthy 151 (TP) 0 (FN) 
Diabetes 6 (FP)  73 (TN) 

 
Table 10: Statistical performance for training dataset. 

 
Class Precision Recall F1-score Accuracy 

0 0.96 1 0.98 97.39 1 1 0.92 0.96 
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According to proposed experiment, obtained classification 
accuracy as 98.88%, and 97.39% for training and testing 
dataset. compare the performance of the proposed approach 
with existing techniques as presented in below given table 8, 
table 9 table 10 . 
 

Table.11. Comparative analysis in terms of classification 
accuracy 

Authors Method Name Accuracy 
Kayaer et al. 

[29] 
General Regression Neural 

Network 
80.21% 

Mohamadi et 
al. [30] 

Simulated Annealing 75.71 ± 4.41 

Polat et al. 
[31] 

Multilayer Perceptron + 
Back Propagation 

75.8 ± 6.2 

Smart 76.8 
LDA 77.5 

Quadratic Discriminant 
Analysis 

59.5 

SNBa 75.4 
DIPOL 77.6 

Semi-NB 76.0 ± 0.8 
OCN2 65.1 ± 1.1 

MML Tree 75.5 ± 7.8 
k-Nearest Neighbour 71.9 

MML 75.5 ± 6.3 
IB3 71.7 ± 5.0 

Least Square -Support 
Vector Machine 

78.21 

General Discriminant 
Analysis -LS-SVM 

79.16 

Kahramanli 
et al. [32] 

Logdisc 77.7 
Back Propagation 75.2 

k-Nearest Neighbour 76.7 ± 4.0 
ASR 74.3 

SSV Decision Tree 73.7 ± 4.7 
FDA 76.5 
LFC 75.8 

Hybrid system 84.2 
Kohonen 72.7 

Temurtas et 
al. [33] 

Multi-Layer Neural Network 
with LM 

79.62 

MLNN with levenberg-
marquardt 

82.57 

Deep Neural Network L-
BFGS 

77.09 

Caliskan et 
al. [34] 

AparseAutoencoder�based 
DNN 

86.26 

Proposed 
Approach 

Logistic Regression and 
Random Forest 

97.39 

 
The comparative analysis shows that the proposed approach 
achieves better performance when compared with the state-
of-art techniques shown in table 11 and figure 2. 
 

 
Figure 2. a 

 
Figure 2. b 

 
Figure 2. c 

 
Figure 2. d 

 
Figure 2. e 
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5. CONCLUSION  
 

In this work, mainly focused on diabetes classification using 
DM and ML approaches. Several techniques were presented 
in the past for it but the existing techniques suffer from the 
performance issues due to missing values in the diabetes 
data, poor selection of attributes and learning error. To 
overcome these issues, introduced three different techniques 
for each phase such as missing value imputation using mean 
value, logistic regression with Recursive Feature Elimination 
for attribute selection and random forest for classification. 
The proposed method is assessed on PIMA Indian diabetes 
and implemented using Python 3.7. The experimental results 
demonstrate a significant improvement in the classification 
accuracy.  
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