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 
ABSTRACT 
 

This study proposes a power scheduling strategy for power 
system networks by using PSO technique. This strategy 
searches for the optimal power for each generating unit in the 
system, without compromising the total power demands and 
constraints of each unit. The objective function aims to 
minimize the total generation cost. The amount of power loss 
is measured to determine the feasibility of the proposed 
technique. In addition, optimization processes using 
evolutionary programming (EP) and artificial immune system 
(AIS) are implemented. Five- and 30-bus power system 
networks are selected and processed using MATLAB. The 
simulation results indicate that PSO performs better than EP 
and AIS in determining the optimal power generation value 
with minimum generation cost and power loss. 
 
Key words: economic dispatch, particle swarm optimization, 
artificial immune system, evolutionary programming  
 
1. INTRODUCTION 
 
Nowadays, smart grid initiatives have been adopted by most 
developed countries to achieve a sustainable grid system. This 
system integrates conventional energy carriers (e.g., coal and 
petroleum) with renewable energy carriers, such as 
photovoltaic cells and battery energy storage. One of the foci 
in smart grid research is the selection of suitable operated 
energy carriers for the entire power generating units. The 
large distance of the power generating unit from the load in 
the power grid can result in high generation costs. 
Nevertheless, this power scheduling problem can be solved by 
calculating the economic load dispatch (ELD).  
 
The objective of ELD is to determine the optimum power 
generating unit for minimizing the total generation cost 
producing power according to the power demands and 
constraints of each generating unit. Various mathematical 
 
 

programming and optimization techniques have been utilized 
to solve this problem. ELD problems are originally solved 
using traditional calculation methods. However, these 
methods have long implementation times, cannot solve 
non-linear cost functions, and hardly obtain optimal solutions. 
These disadvantages result in the use of heuristic techniques 
to solve ELD engineering problems [1–6] [16–18]. 
 
Among the AI approaches that have been introduced to solve 
optimization problems in power systems are evolutionary 
programming (EP) [6–11], artificial immune systems (AIS) 
[12–15], and ant colony optimization (ACO) [16–19]. The EP 
algorithm is modeled on the biological evolution process of 
solving a complex problem. The main features of EP include 
the mutation process of the next generation and the selection 
of increasingly powerful genes. The AIS algorithm uses a 
concept similar to EP. However, the latter focuses on the 
evolution of living things, whereas the former adopts the 
concept of the living immune system. In addition, AIS has an 
additional process of cloning called the clonal selection 
algorithm. The ACO approach is inspired by the true behavior 
of ants when searching for food and interacting with fellow 
ants. In ACO, artificial ants (i.e., the search agent) can 
communicate using pheromones, which guide the searcher 
ants to solve the calculation problem by tracking the best 
route. The particle swarm optimization (PSO) [20]–[26] 
concept mimics the movements of a herd, such as the behavior 
of schooling fish and swarming insects. This technique was 
originally founded on the basis of the population of random 
particles, in which every particle is a potential solution. PSO 
can make adjustments to obtain a balance between global and 
local explorations during the search process. This feature 
renders the PSO suitable in overcoming the problems caused 
by initial convergence and improving the searching ability. 
 
To meet the required power demand, this study proposes an 
efficient technique for calculating the optimum power 
generating capacity of each power generation unit by using 
EP, AIS, and PSO. The research aims to minimize the total 
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power generation cost. Two main simulation events have been 
performed. In Event 1, a five-bus system with three power 
generation units is simulated under three different power 
demands: 90, 150, and 180 MW. In Event 2, a 30-bus system 
with six power generation units is simulated under 650, 870, 
and 1100 MW.  
 
The rest of the paper is organized as follows: Section 2 
presents the basic calculation of ELD. Section 3 explains the 
problem formulation for the three optimization techniques 
(PSO, EP, and AIS) and the optimal power scheduling 
algorithms. Section 4 provides the simulation results and 
discussions. Lastly, Section 5 presents the conclusions. 
 
2. ELD PROBLEM FORMULATION 
 
By using the available power generating units, the objective 
function of ELD aims to economically schedule power 
production according to the given operating conditions and 
constraints. The total production cost CT of one power system 
network can be expressed as 
 

்ܥ = 	෍ܥ௜ 	( ௜ܲ)
௡

௜ୀଵ

,																																(1) 

 
where ்ܥ is the total production cost, ܥ௜( ௜ܲ) is the production 
cost of the ith generating unit, and n is number of the 
generating units in the system. Objective function J can be 
written as 
 

ܬ = ்ܥ	݁ݖ݅݉݅݊݅ܯ .																																(2) 
 
The production cost function of a single generating unit 
consists of fuel cost coefficients and the corresponding real 
power outputs. Ci(Pi) can be represented as a quadratic 
function. 
 

)௜ܥ ௜ܲ) = ܽ௜ + 	 ܾ௜ ∙ ௜ܲ + 	 ܿ௜ ∙ ௜ܲ
ଶ,																					(3) 

 
where ai, bi, and ci are the fuel cost coefficients for the ith 
generating unit. 
 
To optimize the objective function, two constraints must be 
considered: the operating limits of the generating units and the 
power balance constraint. 
 
2.1 Operating Limits of the Generating Units 
 
Each generating unit has a unique cost function, and the 
operating limits can be written as 
 

௜ܲ,௠௜௡ 	≤ 	 ௜ܲ 	≤ 	 ௜ܲ ,௠௔௫ ,																										(4) 
 
where Pi,min and Pi,max are the minimum and maximum 
operating limits of the ith generating unit, respectively. 
 

2.2 Power Balance Constraint 
 
The power generated by a generation unit should always 
suffice the power demand. The amount of power generated by 
all generation units PG must be equal to the sum of the total 
power loss in system PL and power demand PD. 

ܲீ = 	෍ ௜ܲ

௡

௜ୀଵ

	= 	 ௅ܲ + 	 ஽ܲ .																													(5) 

 
3. COMPUTATIONAL INTELLIGENCE METHODS 
FOR POWER SCHEDULING 
 
In recent years, Artificial Intelligence (AI) technology has 
been widely used in solving optimization problems in power 
systems. Evolutionary computation (EC) is a widely used AI 
technique that models evolutionary processes to develop the 
strategies for determining the optimal or almost optimal 
solutions for specific problems. Examples of EC techniques 
include EP, genetic algorithm, AIS, and PSO. In this study, 
AIS, EP, and PSO are selected as the optimization techniques. 
 
3.1 Algorithm for the Optimal Power Scheduling 
 
To find the minimum CT, the optimization process for the 
power generated by the ith power generating unit Pi is 
conducted repeatedly. The optimization process is explained 
below. 
(i.) Determine the Pi value using EP, AIS, or PSO 

optimization techniques with the given power constraint 
limit (Pi,min and Pi,max) for each power generation unit, as 
shown in Equation (4). Subsequently, calculate the total 
power loss PL under 2 MW by using Equation (5). 

(ii.) Calculate CT using Equations (1) and (3). 
(iii.) Evaluate the values of the selected parameters and repeat 

Steps (i) and (ii) until the difference between the 
maximum (Jmax) and minimum (Jmin) values of the 
objective function reaches 0.001 or the number of 
iterations reaches 100. 

 
3.2 EP 
 
The concept of EP is based on the theory of life evolution 
through natural selection. EP is motivated by the process at 
the evolution stage (i.e., parents, mutation, and offspring) 
without the genetic evolution. The EP algorithm begins with 
the initialization, followed by the determination of fitness, 
mutations, combinations of parent and offspring, and ends 
with the selection. Figure 1 illustrates the pseudocode for the 
algorithm [27].  
 
In Figure 1, l is the number of generations; j is the number of 
populations; α is a mutation factor in EP; and xi,par and xi,off are 
the parents and offspring for the jth population, respectively. 
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1   initialize population 
2   for  l = 1 : maximum generation 
3   ///// Parents 
4       for  j = 1 : number of population  
5            define xj,par(l) and J(xj,par(l)) 
6       end 
7   ///// Offspring 
8       for  j = 1 : number of population   
9             xj,off(l) = α*(xj,par(l)max  
                             - xj,par(l)min)*xj,par(l) / J(xj,par(l))max  
10           calculate J(xj,off(l)) 
11     end 
12     combine parents and offspring 
13     rank x(l) in ascending order of J(x(l)) 
14     select top-half of x(l) as new xj,par(l) 
15     if  | J(x(l))max – J(x(l))min | < 10-5  
16          return 
17     end 
18     l = l + 1 
19  end 

Figure 1: Pseudocode for the EP algorithm 
 
3.3 AIS 
 
AIS is an optimization technique that attempts to biologically 
imitate the human immune system. This concept is almost 
similar to EP, except that AIS has an additional criterion 
called cloning. The entire process is presented in Figure 2 
[28]. 
 
1   initialize cells 
2   for  m = 1 : maximum cycle 
3       for  h = 1 : number of cells    
4            define xh(m) and J(xh(m)) 
5       end 
6   ///// Cloning 
7       rank x(m) according to J(x(m)) 
8       select top-half of x(m)  
9       clone x(m) to become xc(m) 
10     clone J(x(m)) to become J(xc(m)) 
11 ///// Mutate 
12     for  h = 1 : number of cells     
13          xmut,h(m) = β*(xc(m)max – xc(m)min)*xc(m) / J(xc(m))max  
14          calculate J(xmut,h(m)) 
15     end 
16     rank xmut(m) in ascending order of J(xmut(m)) 
17     select xmut(m) as new xh 
18     if  | J(xmut(m))max – J(xmut(m))min | < 10-5  
19          return 
20     end 
21     m = m + 1 
22  end 

Figure 2: Pseudocode for the AIS algorithm 
 
In Figure 2, m is the number of cycles, h is the number of cells, 
β is a mutation factor in AIS, xh is the pre-cloning of the hth 
cells, xc is the post-cloning cells, and xmut,h is the mutated hth 
cells. 
 
 
 

3.2 PSO 
 
As previously mentioned, PSO technique is inspired by the 
feeding process of certain animals. This algorithm begins with 
initialization, followed by the update of velocity and position, 
fitness calculation, best position update, and convergence test. 
The pseudocode that represents the PSO algorithm is 
illustrated in Figure 3. The detailed explanations of the PSO 
algorithm process can be found in [29]. 
 

1  initialize particle 
2  for  k = 1 : maximum iteration 
3      for  i = 1 : number of particles 
4           vi(k) = w*vi(k-1) + c1*{xb,i – xi(k-1)}  

                                             + c2*{xg – xi(k-1)} 
5           xi(k) = vi(k) + xi(k-1) 
6           calculate J(xi(k)) 
7      end 
8      if  J(xi(k)) > J(xb,i) 
9           xb,i =  xi(k) 
10    end 
11    rank x(k) in ascending order of J(x(k)) 
12    if  J(x(k))max > J(xg) 
13         J(xg) = J(x(k))max 
14         define new xg   
15    end 
16    if  | J(x(k))max – J(x(k))min | < 10-5  
17         return 
18    end 
19    k = k + 1 
20 end 

Figure 31: Pseudocode for the PSO algorithm 
 
In Figure 3, k is the number of iterations; i is the number of 
particles; ω is the inertia weight; vi and xi are the velocity and 
position for the ith particle, respectively. c1 and c2 are the 
acceleration coefficients, J is the objective function, xb,i is the 
personal best position for the ith particle, and xg is the global 
best position. 
 
In this study, the value of x is taken as the output generator P 
for ELD computation. While, the total power production cost 
CT is set as objective function J. With the implementation of 
this optimization technique, CT and total power loss PL can be 
minimized, without prejudice to the requirements of power 
demand PD. 
 
The list of parameters used in all three optimization 
techniques are tabulated in Table 1. 
 

Table 1: List of parameters used in PSO, EP, and AIS 
Technique Parameter 

PSO C1 = 0.5, C2 = 0.5, ω = 0.05 
EP α = 0.05 
AIS β = 0.05 
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4. RESULTS AND DISCUSSION 
 
In this study, two simulation events with three cases each 
were performed and evaluated. Event 1 used a five-bus system 
with three generators (Cases 1-A, 1-B, and 1-C), whereas 
Event 2 used a 30-bus system with six generators (Cases 2-A, 
2-B, and 2-C). Table 2 presents all the events and cases 
conducted under the power demand constraints. 
 

Table 2: List of events, cases, and power demands 
Event Test System Case Power Demand 

Event 1 
five-bus system 

with three 
generators 

Case 1-A 90 MW 
Case 1-B 150 MW 
Case 1-C 180 MW 

Event 2 
30-bus system 

with six 
generators 

Case 2-A 650 MW 
Case 2-B 870 MW 
Case 2-C 1100 MW 

 
4.1 Event 1 
 
The fuel cost coefficients (ai, bi, and ci) and minimum and 
maximum power limits for each generator are presented in 
Table 3 [30]. 
 

Table 3: Fuel cost coefficients and power limits 
for Event 1 

Unit ai 
(MW)2 

bi 
(MW) ci 

Pmin  
(MW) 

Pmax 
(MW) 

1 200 7.0 0.008 10 85 
2 180 6.3 0.009 10 80 
3 140 6.8 0.007 10 70 

 
The simulation for the three cases was performed using 
MATLAB. The optimization that uses the EP, AIS, and PSO 
was performed separately.  
 
The results for the generating value of each generator unit 
(P1–P3), PG, PL, and CT using the three optimization 
techniques for Case 1-A are tabulated in Table 4.  
 

Table 4: Power scheduling for Case 1-A (PD = 90 MW) 
Method PSO EP AIS 

P1 (MW) 12.1489 12.0282 23.0608 
P2 (MW) 49.6840 45.8932 41.6314 
P3 (MW) 28.1672 32.1321 25.9750 
PG (MW) 90.0000 90.0535 90.6672 
PL (MW) 0.0000 0.0535 0.6672 
CT ($/h) 1138.50 1139.20 1144.90 

 
For Case 1-A, the simulation results using the PSO approach 
yield the lowest generation cost ($1138.50/h), followed by EP 
and then AIS. From the perspective of the generated power, 
AIS generates the highest power loss among the three 
methods (0.6672 MW), whereas PSO results in zero power 
loss. Based on these results, the PSO method can obtain the 
least power generation costs and power loss among the three 
techniques. 
 

Table 5 shows the results of the three optimization techniques 
for Case 1-B. In this case, the optimization results of the three 
techniques for the generation costs are almost identical. PSO 
is $0.20/h cheaper than EP, whereas AIS is $0.50/h more 
expensive than EP. In terms of PL, PSO results in zero power 
loss, whereas EP and AIS produce 0.0238 and 0.0950 MW, 
respectively.  
 
The results for Case 1-C (Table 6) are very similar to those for 
Cases 1-A and 1-B. Therefore, PSO technique can provide 
lower power generation costs and power loss than those of 
AIS and EP. 
 

 Table 5: Power scheduling for Case 1-B (PD = 150 MW) 
Method PSO EP AIS 

P1 (MW) 31.9344 30.8459 30.8584 
P2 (MW) 67.2761 67.0228 67.0383 
P3 (MW) 50.7895 52.1551 52.1983 
PG (MW) 150.0000 150.0238 150.0950 
PL (MW) 0.0000 0.0238 0.0950 
CT ($/h) 1579.70 1579.90 1580.40 

 
Table 6: Power scheduling for Case 1-C (PD = 210 MW) 

Method PSO EP AIS 
P1 (MW) 54.2983 64.9271 65.0675 
P2 (MW) 82.1213 77.5481 77.6478 
P3 (MW) 73.5803 67.8701 67.9878 
PG (MW) 210.0000 210.3453 210.7031 
PL (MW) 0.0000 0.3453 0.7031 
CT ($/h) 2040.00 2044.70 2047.50 

 
4.2 Event 2 
 
Table 7 presents the fuel cost coefficients and power limits for 
each generator in Event 2 [30]. 
 

Table 7: Fuel cost coefficients and power limits  
for Event 2 

Unit 
ai  

(MW)2 
bi 

(MW) ci 
Pmin 

(MW) 
Pmax 

(MW) 
1 240 7.0 0.0070 100 500 
2 200 10.0 0.0095 50 200 
3 220 8.5 0.0090 80 300 
4 200 11.0 0.0090 50 150 
5 220 10.5 0.0080 50 200 
6 190 12.0 0.0075 50 120 

 
The results for the power generated by each generator unit 
(P1–P6), PG, PL, and CT for Case 2-A are presented in Table 8. 
On the basis of the given data, the P1–P6 values calculated 
using EP and AIS techniques are similar, whereas the results 
calculated using PSO greatly differs from the two other 
methods. This finding indicates that the search results using 
PSO are not limited to the local maximum or minimum of 
generation cost but are rather beyond the capability of EP and 
AIS to obtain optimal values. The PSO yields a generation 
cost of $7697.80/h, which is lower than that of the EP 
($7763.30/h) and AIS ($7767.60/h). In terms of power loss, 
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the AIS technique generates the highest power loss among the 
three, exceeding 0.54 MW. EP and PSO result in the power 
loss of 0.0721 and 0.0073 MW, respectively. 
 
Table 9 shows the results for Case 2-B, wherein PSO obtains 
the cheapest generation cost, followed by EP and AIS. In 
terms of PL, PSO generates zero power loss, whereas AIS 
produces the highest power loss among the three (0.7148 
MW). 
 

Table 8: Power scheduling for Case 2-A (PD = 650 MW) 
Method PSO EP AIS 

P1 (MW) 289.5087 263.3965 263.5085 
P2 (MW) 64.4663 82.6302 82.7108 
P3 (MW) 143.5901 110.1127 110.2651 
P4 (MW) 50.7748 61.4366 61.4781 
P5 (MW) 51.6650 67.4846 67.5125 
P6 (MW) 50.0024 65.0115 65.0657 
PG (MW) 650.0073 650.0721 650.5407 
PL (MW) 0.0073 0.0721 0.5407 
CT ($/h) 7697.80 7762.30 7767.60 

 
Table 9: Power scheduling for Case 2-B (PD = 870 MW) 

Method PSO EP AIS 
P1 (MW) 357.8642 336.9724 336.9814 
P2 (MW) 108.2667 104.8276 104.9186 
P3 (MW) 192.7798 179.2115 179.2924 
P4 (MW) 66.5846 98.7100 98.7967 
P5 (MW) 94.5039 89.6170 89.6635 
P6 (MW) 50.0029 61.0416 61.0622 
PG (MW) 870.0000 870.3802 870.7148 
PL (MW) 0.0000 0.3802 0.7148 
CT ($/h) 10253.50 10287.85 10291.93 

 
For Case 2-C, the PSO remains at the forefront of producing 
the lowest power generation cost and the lowest power loss 
among the three techniques.  
 

Table 10: Power scheduling for Case 2-C (PD = 1100 MW) 
Method PSO EP AIS 

P1 (MW) 412.3139 458.8306 423.4924 
P2 (MW) 150.1052 163.0400 101.2801 
P3 (MW) 240.2467 193.1563 248.8374 
P4 (MW) 98.7647 78.5076 91.0459 
P5 (MW) 144.1501 146.9723 136.7647 
P6 (MW) 54.4196 59.5111 98.9789 
PG (MW) 1100.0002 1100.0179 1100.3994 
PL (MW) 0.0002 0.0179 0.3994 
CT ($/h) 13112.14 13151.80 13155.51 

 

5. CONCLUSION 
 
This study proposes a power scheduling strategy on the basis 
of PSO to achieve the optimal power of the generating units. 
Two systems with three cases each are selected as test systems 
and are run using MATLAB. The results indicate that unlike 

AIS and EP, PSO can determine the optimum power for each 
generating unit without being limited to the local minimum or 
maximum generation cost. In addition, PSO obtains the 
lowest generation cost among the three methods. In most 
cases, PSO also generates zero power loss. In conclusion, 
PSO is ideal in preparing the power scheduling in power 
system networks. 
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