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ABSTRACT 

The cloud brokering architecture is composed of five main 
players for example, cloud suppliers, cloud merchants, cloud 
evaluator, cloud transporter and cloud buyers. Every one of 
the players is the elements that take part in the exchange or 
procedure in cloud computing. Shoppers make a solicitation 
on executing the correct undertakings on distributed 
computing acquired from the cloud supplier. A cloud 
evaluator gathers the vital data. The capacity of a cloud 
representative conveys the virtualized framework along with 
the administration demand depiction and provide for the 
purchasers. The administration demand depiction comprises 
of some after standards, for example, improvement, set of the 
virtual machine, Service Measurement Index (SMI) traits and 
datacenter. There likewise the chance of having higher 
preparing time, reaction time and outstanding burden in the 
chose datacenter additionally underutilization of assets. So as 
to defeat the previously mentioned issue, it is smarter to 
choose the datacenters in terms of response time, processing 
time, workload and cost.  

Key words: Cloud Amalyist, Cloud Computing, service Broker 
Policy, Data Center 

1. INTRODUCTION 
 

These days, the cloud administration has taken a principle key 
achievement in many entrepreneurs to furnish versatile and 
adaptable capacity along with figuring abilities in both little 
and medium-sized organizations. Because of the solid 
development of the cloud administration, it is hard to adjust 
the expected clients and choose which choice best addresses 
their issues. The fundamental job of the cloud administration 
is, with no outer causes it ought to deal with the installments, 
customization, information handling, administration and 
enhancement between the suppliers and administrations [1]. 
An overall term for the cloud merchant is, it is one of the 
go-betweens between the clients and cloud suppliers to offer 
an assistance of joining, customization and total of cloud 
 

 

administrations in CC [2]. As of late, CloudSim and Cloud 
Analyst is assuming an incredible position in the CC test 
system [3]. Datacenter regulator in Cloud Analyst control the 
server farm exercises, for example, VM creation and 
pulverization and perform steering between the client's 
solicitations got from client base through the web. 

2. SIMULATION ENVIRONMENT OF CLOUD 
BROKER IN VARIOUS CLOUD COMPONENTS   
These days distributed computing offers another vision of 
facilitating and offering types of assistance in the IT field 
[12]. In CC, load adjusting, cost demonstrating, virtual 
machine relocation, vitality the executives and security issues 
are considered as a significant issue, which doesn't serve the 
correct assets as a support of the customer [11]. To explore the 
conduct of enormous scope dispersion framework recreation 
method is presented in CC. The fundamental advantages of 
cloud test systems cause a simple to examine over different 
cloud application. The two commonly used simulation 
techniques in CC are Cloud Sim and Cloud Analyst [3, 8].  

2.1   Cloud Analyst  
 
The Cloud Analyst is like Cloud Sim, the main contrast is that 
new extra highlights are included, additionally named as 
open source toolbox [8]. In the geologically circulated 
framework for an enormous scope, every one of the client's 
outstanding burden has an alternate boundary. To assess it as 
far as execution and costs Cloud Analyst is presented where 
the reaction time and information handling time are the two 
execution assessment measurements, which is based on the 
head of the Cloud Sim. The fundamental fascinating 
highlights of Cloud Analyst incorporate the adaptability and 
simplicity of the Graphical User Interface (GUI).   

3.  EFFICIENT SERVICE BROKER ALGORITHM 
FOR DATACENTER SELECTION  
In CC load adjusting are partitioned into two general classes, 
for example, datacenter determination likewise named as 
Data application administration agent and virtual machine 
the executives named as datacenter regulator. Executing of 
productive assistance merchant calculation in load adjusting 
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can give powerful datacenter determination to up and coming 
solicitation dependent on their preparing ability. Since a 
powerful calculation can give minimization of burden on 
datacenter and decrease accordingly an ideal opportunity for 
all clients.  
 
In SPBR the server farm is chosen dependent on most reduced 
system inertness or by least transmission delay. On the off 
chance that more than one datacenter is closeness an arbitrary 
determination is given to the approaching solicitation without 
thinking about the cost, execution, reaction time and another 
boundary. By this factor, the arbitrarily chose datacenter give 
bothersome outcomes. For this, in 2017 Nandwani et al. [9] 
proposed a weight based information determination 
calculation to improve the exhibition of arbitrary SPBR as far 
as preparing time, for example, execution and cost. 
 
Algorithm 1: Weight based data selection algorithm 
Phase 1:Initialization  

1. Assign a weights to each datacenter.  
Weight of datacenter= Number of VMs in each datacenter 
/Number of VMs on that datacenter.  

2. Creates a region datacenter index map. 
3. Create a map with key (region), value (pointer) and 

weight counter. 
Pointer variable runs through the DC list and weight counter 
counts the weights of each datacenter.  
Phase 2:  Datacenter selection (weight based) 

1. When the request arrives the closest datacenter is 
selected based on proximity list 

2. Regional and datacenter list are loaded from the 
region datacenter index map   based on closed 
region. 

3. For corresponding closest region both weight counter 
and pointer values are loaded. 

4. Select the datacenter in a circular fashion based on 
proportion weights. 

5. Update the weighted counter and counter values for 
selected region. 

6. Return (datacenter name) 
 

3.1 Equal Distributer Service Broker (EDSR) 

This algorithm considers the performance and cost of two 
data centers. When a request is received by the service broker, 
the algorithm evenly distributes the load among these two 
data centers. This algorithm search for the Best Performance 
Datacenter (BPDC) to send the request and uses a virtual 
machine cost parameter to select the Lowest Cost Datacenter 
(LCDC). The step for the algorithm is given below: 

 

Algorithm 2 : Equal Distributer Service Broker 
When the service broker receives a new request  
Step1: Use equation (1) to get BPDC. 
Step 2: SET datacenter region= BPDC region 
Step 3: SET LCDC= datacenter region with lowest cost  
Step 4: IF LCDC= = NULL  
                   SET chosen datacenter = BPDC; 
              ELSE  
                   SET chosen datacenter = LCDC; 
Step 5: END IF 
Step 6: RETURN (chosen datacenter)  

 

3.2 Cost- Performance Service Broker Algorithm (C-P 
SBA) 
This algorithm is the extension of the previous algorithm, it 
uses two parameters of total latency and the total cost to 
choose the correct datacenter using a merging technique [9]. 
The total cost performance calculation is given by, 

tDSt
MIPS

total
total DTUVM

VM
MIPs

C coscos 









                                        
(1)  

Where totalC
 is represented as total cost, contains both data 

transfer cost and virtual machine processing cost. MIPS

total

VM
MIPs

 
represent the total number of instruction per average 
processing power assigned to the datacenter. 

tVMcos indicates the cost of a virtual machine in an hour, 

DSU
 represent the data size of the user request and tDTcos  is 

the data transfer cost.  

The first part of the equation measures the processing time 
taken by the virtual machine for a total number of requests 
and multiplies it with virtual machine cost to find the total 
cost. The second part of the equation calculates the total data 
transfer cost by multiplying it with the size of the user's 
request data. The algorithm is are given in step by step as 
follows, 
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Algorithm 3 : Cost- performance service broker algorithm 

When the service broker receives a new request  
Step1: FOR all datacenter  
                      SET total MIPS + = request MIPS 
Step 2: By using equation (1) calculate the network delay. 
Step 3: By using equation (2) calculate the total cost for 
present datacenter. 
Step 4: IF total cost < minimum cost 
                   SET minimum cost = total cost; 
                   SET chosen datacenter = current datacenter; 
Step 5: END IF 
Step 6: END FOR 
Step 7: RETURN (chosen datacenter)  
The above last two algorithms consider cost and performance 
as a two parameter. The first algorithm equally distributes the 
load between the lowest cost and best performance datacenter. 
The second algorithm put two parameters in one equation and 
choose the best performance with the lowest cost.  

3.3 Testing of Four Algorithm (SPBR, POR, EDSR and 
C-P SR) in Light and Heavy situation  
The testing of the first situation use 2 datacenters and 5 users 
and the second situation uses 3 datacenters with 12 users. 

3.3.1 Situation 1: 5 users with 2 datacenters (Light load) 

This first situation is designed for light load testing. The data 
center configuration (DC) and user base configuration (UC) 
are provided in Table 1 and 2. Table 1 shows that DC has a 
different region with different datacenter and virtual machine 
cost. Table 2 shows that the UC has different data sizes, peak 
hours and different loads (MIPS) for one-day simulation 
duration. 

Table 1: DC for situation -1 

Subject Region Data transfer 
cost 

Virtual machine 
cost 

DC-1 0 0.2 0.2 
DC-2 5 0.1 0.1 

Table 2: UC for situation -1 

Subject MIPS /request Peak 
hours 

Size of data / 
hours (bytes) 

UC-1 100 1-2 200 
UC-2 500 3-5 250 
UC-3 250 5-7 300 

UC-4 150 7-9 100 
UC-5 300 9-11 500 

The above table clearly shows that all the user bases are 
located in region-2, put on 1000 users in peak hours and 100 
users in non-peak hours with 60 requests per hour for each 
user. The table shows each datacenter has a capacity to host 5 
virtual machines with memory size 512 MB, storage 1000 
MB and bandwidth 1000 megabit/sec.  

Table 3: Performance analysis in light load situation-1 

Algorithm Maximum 
response 
time (ms) 

Maximum 
processing 
time (ms) 

Overall 
cost ($) 

Service proximity 
based routing 

416.98 38.52 719.46 

Performance 
optimized routing 

514.38 39.96 718.11 

Equal distributer 
service broker 

546.50 48.25 509.48 

Cost-performance 
service broker 

512.63 39.91 718.09 

Table 3 shows the comparison results of four algorithms 
(SPBR, POR, EDSR and CPSR) together with datacenter 
overall cost, maximum response time and processing time.  

 
Figure 1: Performance analysis under four service broker 

algorithm. 
 
The result for Table 3 is shown in Figure 1. It shows that 
where three algorithms of SPBR, POR, and C-P SR are almost 
the same. The SPBR algorithm chooses the DC-1 datacenter 
to send the entire request, while the POR and C-P SR sends 
only 1 or 2% of the load to DC-2. Where the EDSR stands 
between processing time, response time and cost. Using this 
algorithm, the processing time is reduced by 65%, the 
response time is reduced by 8% and the total cost is reduced by 
30%. In light load conditions, less algorithm is performed 
well better and faster than the C-P SR algorithm. 
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3.3.2 Situation 2: 12 users with 3 datacenters (Heavy load) 

The second situation is designed for heavy load testing. DC 
and UC are provided in Table 4 and 5. Table 4 shows that DC 
has a different region with different datacenter and virtual 
machine cost. Table 5 shows that the UC has different data 
sizes, peak hours and different loads (MIPS) for one-day 
simulation duration. 

Table 4: DC for situation -2 

Subject Region Data transfer 
cost 

Virtual machine 
cost 

DC-1 0 0.2 0.2 

DC-2 3 0.1 0.1 

DC-3 3 0.15 0.15 

Table 5: UC for situation -2 

Subject Region MIPS 
/request 

Peak 
hours 

Size of data 
/ hours 
(bytes) 

UC-1 0 500 1-3 3000 

UC-2 2 400 3-6 5000 

UC-3 3 100 6-9 6000 

UC-4 4 200 9-12 1000 

UC-5 5 250 12-15 2000 

UC-6 0 250 15-18 3000 

UC-7 1 100 18-21 9000 

UC-8 2 200 3-9 4000 

UC-9 3 300 21-24 5000 

UC-10 4 250 5-7 3000 

UC-11 5 300 11-13 2000 

UC-12 1 100 21-23 1000 

 

Table 6: Performance analysis in light load situation-2 

Algorithm Maximum 
response 
time (ms) 

Maximum 
processing 
time (ms) 

Overall 
cost ($) 

Service proximity 
based routing 

660.82 
 

 
 91.45 

1271.47 

Performance 
optimized routing 

670.26 92.89 
 

1268.71 
 

Equal distributer 
service broker 

660.26 97.68 
 

1250.09 
 

Cost-performance 
service broker 

660.54 83.50 1240.08 

Figure 2: Performance analysis under four service broker algorithm 

Table 6 shows the comparison results of four algorithms and 
the result for Table 6 is provided in figure 2.  

 4. CONCLUSION 
 
The result of the figure 2  shows that SPBR ignores the cost 
factor and uses only a performance parameter for 
performance analysis. EDSR and C-P SR provide a good 
response time with a 6% reduction in the total cost and 10% in 
processing and response times.This paper  presents the 
general concept of service brokering in cloud computing with 
some basic techniques that use various service broker policy 
and a efficient  idea about the  the datacenter selection. This 
paper presents the overall idea of administration handling in 
distributed computing with some fundamental strategies that 
utilization different help representative strategy and an 
effective thought regarding the datacenter selection. We 
additionally exhibit how reenactment procedures, for 
example, Cloud Analyst are utilized in the cloud model to 
assess real time issue.   
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