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 
ABSTRACT 
 
In the past eight years of Bitcoin’s history, the economy has 
seen the price of Bitcoin rapidly grow due to its promising 
outlook on the future for crypto currencies. Investors have 
taken note of several advantages Bitcoin provides over the 
traditional banking system. One such trait is that Bitcoin 
allows for decentralized banking, meaning that Bitcoin 
cannot be regulated by powerful banks. There is also a market 
cap of 21 million Bitcoins that can be in circulation, therefore 
a surplus of Bitcoins cannot be “printed” which would result 
in inflation. Bitcoin resolves the issue with transaction 
security by using a block chain, or a ledger, which records the 
history of every transaction ever made into one long 
hexadecimal “chain” of anonymous transactions, which 
keeps transaction history transparent, but also confidential. 
Bitcoin as a result has become a very bullish investing 
opportunity, and due to the huge volatility of the Bitcoin 
market price, this paper attempts to aid in investment decision 
making by providing Bitcoin market price prediction. Our 
team explored several Machine Learning algorithms by using 
Supervised Learning to train a prediction model and provide 
informative analysis of future market prices. We start with 
Linear Regression models, and train on several important 
features, then We proceed with the implementation of 
Recurrent Neural Networks (RNN) with Long Short Term 
Memory (LSTM) cells. All code is written in Python using 
Google’s Tensor Flow software library. We show that the 
price of Bitcoin can be predicted with Machine Learning with 
high degree of accuracy. 
 
Key words: Bitcoins, Crypto Currency, Deep Learning, 
Machine Learning 
 
1. INTRODUCTION 
 
The Bitcoin crypto currency experienced tremendous growth 
over the past year. The price of one Bitcoin went from about 
$750 at the end of 2016 to over $10,000 in the mid of 2020. 
Great rates of growth were also observed in the other crypto 

 
 

currencies, such as Ethereum and Litecoin. There is currently 
a shortage of quantitative analysis tools and techniques for 
predicting the prices of crypto currencies. Mathematical 
analysis has a well-established place in the financial industry 
for evaluating expected returns of a stock of a given company 
or performance of an entire portfolio. [12] However, Machine 
Learning & Deep Learning literature is lacking verification of 
whether the stock analysis techniques are valid for the crypto 
currencies, and if so, how they can be modified. [13] That is, 
what features need to be removed or added as a basis for price 
prediction, whether current Machine Learning algorithms & 
Deep Learning work for crypto currencies, and which 
approach yields the best results. [14][15][16][17] In this 
paper, we investigate these questions. Such analysis is 
relevant given a great amount of attention that crypto 
currencies, in particular Bitcoin, are generating. [18] Both 
individuals and large financial firms are attracted to crypto 
currencies because of the transparency and anonymity that 
they provide to their users, as well as their resistance to fraud 
due to the distributed nature of the ledger records. [19] 
Moreover, purchasing crypto currencies is promising in terms 
of making a profit and should be of interest to investors. [20] 
In addition to familiarizing themselves with industry trends 
and political and economic news, they can utilize Machine 
Learning & Deep Learning models to help them decide to buy 
or sell crypto currency. As described in greater detail in the 
future sections of this paper, Machine Learning & Deep 
Learning algorithms can be applied to crypto currency data to 
predict future price movements. [21] Different approaches 
produce results of different accuracies. [22] However, given a 
strong correlation between the actual direction of the price 
change and prediction of the algorithms, we were able to show 
that mathematical analysis can aid investors’ decision 
making considerably and allow one to increase the chances of 
making a profit by trading crypto currencies. Quantitative 
prediction of the prices of crypto currencies can also be 
utilized to build an autonomous agent that performs trades on 
behalf of the investor based on historical price information, 
current news, sentiment analysis, and real-time data. [23] Our 
work only evaluates Machine Learning & Deep Learning 
models trained on historical data, but it can be extended to 
building and trading financial securities. [24] In this paper, 
we provide a background overview of current prediction 
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modeling techniques being used by stock exchanges and 
follow up with several differences as well as similarities that 
can be made by treating crypto currencies as one would a 
share of stock. We then proceed by stating how crypto 
currency prediction modeling is a relatively young technique 
that has not been fully explored in the research literature. 
[25][26] The methodology section contains a description of 
the approach we followed to ascertain whether the price of 
Bitcoin can be predicted with Machine Learning & Deep 
Learning. [27] In particular, we discuss the application of 
Linear Regression and Recurrent Neural Networks (RNNs) 
with Long Short Term Memory (LSTM) cells to the task of 
predicting the market price of Crypto currencies, particularly 
on Bitcoin. [28] We identify relevant features for price 
prediction and determine the accuracy of single- and 
multi-feature Machine Learning models. [29] In the results 
section, we show and evaluate the results of the experiments 
performed on the historical price of Bitcoin by comparing the 
actual crypto currency price in the past with the predicted 
values. In the past work section, we provided an overview of 
relevant topics in the research literature concerning using 
Machine Learning & Deep Learning in the financial industry. 
Finally, we present concluding remarks and suggest the 
direction for future work on the subject of applying Machine 
Learning & Deep Learning to crypto currency price 
prediction. 

 
2. LITERATURE SURVEY 

 
Due to the high volatility associated with the market price of 
Crypto currencies like Bitcoin, prediction models have 
become more and more challenging for investors to accurately 
forecast investment decisions. [1] Thinking in regards to a 
stock market investment, a typical approach many investors 
would use as a prediction metric, is called Fibonacci 
retracement. [2] Fibonacci retracement helps identify the 
opportune moments for traders to buy or sell stock at the 
optimal price. [3] Fibonacci retracement utilizes the volatility 
of the stock, meaning that the two extreme trends in a graph 
are found, and the calculated vertical distance is then divided 
by key Fibonacci ratios, most commonly the golden ratio of 
0.618. [4] These values are then used to help identify the most 
prominent support and resistance levels.  
 
The problem with such prediction models however, is that the 
Fibonacci retracement levels are static, and are constant 
calculated values that are only good metrics for simple 
identification. In regards to crypto currencies like Bitcoin, 
time series predictions are not a novel idea for brokerage 
companies, and many brokers have invested heavily to 
improve performance of forecasting stock prices and foreign 
exchange rates by way of Machine Learning & Deep 
Learning. Bitcoin, a crypto currency first launched in 2009 by 
Satoshi Nakamoto, has parallels with many of the stock 
markets such as the New York Stock Exchange (NYSE) and 
can be modelled in similar ways. [5]  

However, there are key differences between crypto currencies 
like Bitcoin and the stock market which makes our prediction 
model much different in nature. For one, Bitcoin commands a 
much smaller transaction volume as compared to many of the 
major stock exchanges. The average daily turnover for 
Bitcoin at the present day is $11 Billion, whereas trillions are 
seen for the latter. As a result of the small transaction volume, 
lower liquidity, and huge peak in investment turnover of 
crypto currencies like Bitcoin as the future of decentralized 
banking increases, the market price of crypto currencies like 
Bitcoin has become highly volatile and as a result, 
challenging to make successful predictions. [6] 
 
While there is a great amount of scholarly literature and 
practical guides on Machine Learning & Deep Learning 
applied to the stock market, there is a lack of information 
about predicting movement of the value of crypto currencies. 
Namely, there is no consensus on the features that are to be 
used for training a prediction model. Our research primarily 
focuses on block chain size as an important feature of the 
market price trend, using various Machine Learning & Deep 
Learning models, as well as expanding our input variables 
into multi featured data. Previous attempts at time series 
forecasting have been well-documented and there are a lot of 
resources and tools available to use for free which our team 
plans to utilize in order to solve the problem at hand 
efficiently rather than reinventing the wheel at each stage. 
Specifically, Quandl API is used as the primary distributor of 
large feature data, and Google’s tensor Flow library for 
Python allows for function calls to complex Machine 
Learning algorithms such as Gradient Descent. Other 
libraries such as Keras will also be implemented for more 
complex modeling. [7] 
 
3. METHODS 

 
To begin the exploration into crypto currency market price 
prediction, we have implemented Linear Regression, a 
Supervised Machine Learning algorithm that outputs a linear 
prediction model. Linear Regression works by reducing the 
squared mean error of a proposed hypothesis (ݔ)߆� of what 
the actual output ݕis, which for our research is the market 
price of Bitcoin. The hypothesis function (ݔ)߆� is computed 
by multiplying the calculated matrix of “weights” called ߆, 
taking its transpose and performing matrix multiplication on 
 ,which is a matrix of features such as the block chain size ,ݔ
Number of Bitcoin wallets, or Bitcoin Hash Rate. These 
features are vectors of known historic data that will be used to 
train our model to predict future prices given specific feature 
values 
 
 (1) ݔܶ߆ =݊ݔ݊߆+ . . .1ݔ1߆ + 0߆ = (ݔ)߆� 
 
     To calculate the mean squared error of our hypothesis or 
more formally the cost, we take the difference of our 
hypothesis with the actual output ݕ and square the value. 
This result is then summed over all the training examples ݉ 
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of every feature ݊  in ݔ. We then normalize by dividing by two 
times the number of training examples ݉. In the case of one 
feature, the following cost function is shown (2).  
 
ܬ     (2)  

 
Now that the cost function has successfully been computed, 
we have to iteratively reduce the mean squared error of our 
hypothesis by continually updating the matrix of weights ߆ 
until they converge to global minimum value. This is 
performed by either using the Normal Equation, but for our 
purposes, we used Gradient Descent which is more efficient 
for larger data. This is achieved by taking the partial 
derivative with respect to ߆ of our cost function, multiplying 
it by a learning rate ߙ, whereby ߆ will converge faster or 
slower depending on the chosen value of  ߙ, and subtracting 
this value from the current weight ߆. One can think of taking 
the partial derivative as finding what direction to move the 
current ݆߆ value and increasing or decreasing the speed at 
which the process is performed by the learning rate ߙ. The 
process is shown mathematically below 

 

ߜߙ −݆߆ = :݆߆    (3)                           ݆߆ߜ

݉/ߙ −݆߆ = :݆߆   (4)   ݅ݔ
 
The Next implemented strategy for crypto currencies like 
Bitcoin price prediction is using Recurrent Neural Networks 
(RNNs) with LSTM cells. Multi-feature RNNs with Long 
Short Term Memory or LSTM was developed to further 
improve prediction accuracy. Due to the RNN’s back 
propagation feature, they are one of the best models which 
are often used for time-series prediction problems as they 
store the state of features from previous time-steps in 
memory and exploit them to predict the future. However, it 
has been proven time and again that RNN’s performance 
drops when RNN have to remember information for a long 
period of time. LSTMs are special types of networks that 
solve the long-term dependency problem by means of a ‘cell 
state’. The cell state allows for easy propagation of 
information across the entire chain.  
 
4. EVALUATION 

 
       Finalizing the results of Linear Regression, Fig 1. 
Shows the result of performing Linear Regression using the 
day as a feature to predict the market price of Bitcoin over the 
last 365 days. Learning rate ߙ was set to 0.03, and Gradient 
Descent has performed over 10,000 iterations. The cost 
function converged to a mean squared error of $1039.58. 
Linear Regression has shown us that a simplified model of 
Bitcoin market price can be produced with minor complexity 
details, albeit larger error due to the constraint of the 
regression line being linear. As the price of Cryptocurrencies 
like Bitcoin exponentially begins to increase, the error of 
Linear Regression will continually get worse as a result of 

underfitting.  Moving on to the second Linear Regression 
model, where Blockchain size is used as our main feature, we 
begin to find some striking similarities. 
 

Blockchain size was used as a good representative 
feature for our model because increasing Blockchain size 
correlates to more investors making Bitcoin transactions, 
and Bitcoin market price is heavily weighed by consumer 
demand and interest. Shown in Fig 2 is the Linear 
Regression training output using Blockchain size as our 
feature with learning rate ߙ at 0.3, and 10,000 iterations of 
Gradient Descent. After training our model, the cost function 
converged to a mean squared error of $1053.29, almost the 
same as the previous date feature. This shows that date and 
Blockchain size have a dependency and strong correlation, 
therefore both features should not be used simultaneously 
when performing multi-feature modelling due to increased 
bias of theta weights when using features that vary in similar 
ways. 

 

 
Figure 1: Linear Regression model given last 365 days, 

using training rate of 0.3 and 10,000 training 
iterations 

 
Figure 2:. Linear Regression model given Blockchain 

size, using  training rate of 0.3 and 10,000 training 
iterations  
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Evaluating all Linear Regression models explored, 
Linear Regression with added features gave us the best results 
in terms of reducing the mean squared error of our training 
set, while also not overfitting to the data. The model was not 
affected by minute noise in the market price training set, 
which means it is generalizing to the data well, resulting in an 
improvement in accuracy given new unforeseen future feature 
data. 
 

The Next model that we trained is the RNN with LSTM 
cells. The model was trained on the number of transactions 
per day, hashing rate, number of Bitcoin users per day, and 
transaction volume for every day over the past 3 years (except 
the last month, which was set aside for testing). Before the 
input features were supplied to the model, an additional 
feature selection optimization was applied. This was done to 
further reduce the feature set by removing input features from 
the model which had little correlation with the output. The 
feature selection method used was Reduced Feature 
Elimination (RFE). The idea behind RFE is straightforward. 
A simple model (the Linear Regression model in this case) is 
used as a training set with output values already known. 
Features are recursively removed and a model is built with the 
attributes remaining. Once the process is complete, features 
which do not significantly contribute to predicting the price of 
Bitcoin for the future can be removed. 

 
 After RFE was implemented (using a built-in function in 

the Scikit-learn library), the number of features was reduced 
from six to four. After feature selection was done, the LSTM 
model was tuned. To prevent over fitting, the number of 
neurons in the hidden layer had to be specified. Since there is 
no determining rule for picking the perfect number of 
neurons, the following popularly accepted rule of thumb was 
used: 
  (ݐݑ݌ݐݑ݋ܰ+ݐݑ݌݊݅ܰ) ߙ݈݁݌݉ܽݏܰ
where ɑ is a range of values from 2 to 10. For this case, ɑ value 
of 3 was taken (the lower the value of ɑ, the less the network 
overfits). Applying the above formula yielded a value close to 
71 

 
 
 

     The number of epochs was chosen empirically to be 100. 
It can be seen in Figure 3 that by the time the epoch count 
becomes 100, both the training and test sets’ loss values have 
plateaued and almost converged. This implies that the model 
was fitted. The model was trained on the data and  tested 
against the actual prices during Fig 4 shows a plot of actual 
and predicted Bitcoin prices. 
 
Given the percent accuracy results shown in Table 1, we see a 
percent accuracy of 69.9% when using the Linear Regression 
Model. [9] This can be attributed to the growing error when 
attempting to fit a linear model onto a very noisy, nonlinear 
data set. Moving to the Linear Regression model with 
features, we saw the better performance with a percent 
accuracy of 76.7%, which shows that increasing the features 

of the hypothesis function greatly reduces the cost function. 
[10] The Recurrent Neural Network model incorporating 
LSTM cells performed highly accurate than Linear 
Regression, having an accuracy of 96.2%. In regards to long 
term prediction making, we see RNN model begin to 
outperform the Linear Regression Model, which is more 
optimal for short term price predictions. [11] Referring to 
Figure 4, we see how the RNN model is sensitive to 
fluctuations of the bitcoin price and performs well in the short 
time frame. [8] 

 
Figure 3: Value of the loss function for testing and 

training data sets vs the number of epochs 

 
Figure 4: Actual vs predicted price of Bitcoin  

 
The following table shows comparison of average prediction 
accuracies of the algorithms implemented in this project. 
Table 2 gives the used  test data set for comparsion  
 

Table 1: Bitcoin Price Prediction Accuracy over 15 Days  
 

Machine Learning 
Model 

Accuracy (%) 

Linear Regression 69.9 
Recurrent Neural 

Network With LSTM 
76.7 

Recurrent Neural 
Network With LSTM 

96.2 
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Table 2: Test Dataset: Predicted vs. Actual Bitcoin Price 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
5. CONCLUSION 

 
In this paper, several approaches for crypto currencies like 

Bitcoin price prediction were investigated. We compared the 
results of prediction with Linear Regression, Linear 
Regression with Features, and  Recurrent Neural Networks 
with LSTM cells. The research contribution of this technique 
is that we predicted a numerical value of price instead of 
performing binary classification, as well as used multiple 
features to train the model. The LSTM method performed 
notably better than the other two approaches, and we believe 
that further research on using Neural Networks for 
time-series prediction is very promising to financial data 
analytics and other fields. 

 
Our work can be extended further using some of the 

approaches described in the Related Work section. Namely, 
the LSTM-based model can be used as a part of the 
autonomous trading agent. It is worth investigating the 
scalability of our proposed approach. In particular, the 
important questions for further research are how far into the 
future should the price be predicted, and how many Bitcoins 
should be traded at a time by the autonomous agent. 
 

The LSTM model, as well as the autonomous agent-based 
on it, can be further enhanced with sentiment analysis. 
Historical sentiments from Twitter, the number of search 
queries from Wikipedia and Google, and other metrics 
reflecting the public interest in Bitcoin can be used to 
influence the weights during model training. Moreover, the 
current sentiments can be combined with the prediction of 
the LSTM model to influence an autonomous trading agent’s 
decision whether to buy or sell Bitcoins at a given moment of 
time. 

 
Based on our research, it can be concluded that the future 
direction of work on predicting prices of stocks and crypto 
currencies has to take multiple metrics and features into 

account. Econometric data and sentiment analysis were only 
incorporated into projects that used simpler algorithms, such 
as Bayesian Regression. However, the projects involving 
DNNs or RNNs with LSTMs were trained on the datasets 
containing only the historical prices of stocks. This attests to 
the novelty of our work: we used multiple features in training 
the Neural Network, which is something not found in the 
research literature. Incorporating multiple features into 
prediction methods with these types of Neural Networks has 
the potential to produce more accurate results.   
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