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ABSTRACT 
 
Software testing is considered as one of the most challenging 
and time consuming activity involved in the software 
development process. Testing involves the creation of test 
cases that helps to explore the defects present in the software 
system. Test cases play a major role in the testing process to 
uncover the critical errors that exist in the system. Thus, it is 
necessary to prioritize test cases for effective testing. This 
paper aims at performing a comparative study for the 
optimization of test cases involved in software development 
using Meta-heuristic techniques. The weightage of each test 
case is determined,which helps in optimizing the test cases. 
The performance is evaluated by comparing two meta-
heuristic algorithms, namely Particle Swarm Optimization 
(PSO) and Genetic Algorithm (GA).The result shows PSO 
outperforms GA in terms of accuracy, error rate, and 
execution time for the chosen test case optimization 
problem. 
 
Key words: Software Testing, Meta-Heuristic techniques, 
Optimization. 

 
1. INTRODUCTION 
 
Software Testing is the most critical phase in software 
development to deliver high quality software. Testing aims 
at detecting the faults that exist in the software that results in 
bad quality and poor customer satisfaction. At the same 
time, testing is the most time consuming and expensive 
process in software construction [1][2]. Almost 40% of the 
projects’ budget, time, and effort spent on testing the 
software system [3].The development team faces multiple 
obstacles and impediments in completing the software 
project demanded by the customer within the estimated cost 
and stipulated time. With increased rapid development 
methods and customer demands, it becomes necessary to 
deliverthe software project with a minimal defect.  

 
In the early days, testing was performed manually, whereas 
in recent times the testing process is automated with the help 
of software tools available. Since automated testing requires 
less time and resources, it becomes a more preferred 
approach among testing communities in organizations. The 
success of testing is highly dependent on the test case 
generated. Thus, it is very much important to optimize the 

test case for performing the testing process. Meta-heuristic 
algorithms are the most widely accepted approach in solving 
optimization problems in the field of software development. 
In general, meta-heuristic techniques are used to solve 
complex problems to obtain near optimal solutions. In recent 
times, many meta-heuristic algorithms were tried to solve 
different optimization problems as part of software 
development[4][5][6]. In this study, one such attempt has 
been tried to understand the performance of two meta-
heuristic algorithms namely, Genetic Algorithm (GA) and 
Particle Swarm Optimization (PSO) for prioritization of test 
cases. 
 
The main objective of this study is to: 
 Implement GA and PSO algorithms for prioritizing the 

test cases. 
 Evaluate the performance of the algorithms based on 

three criterion attributes namely, accuracy, error rate, 
and execution time.  

 
This paper is divided into 5 sections. Section 2 describes the 
existing literature study, section 3 details about GA and PSO 
algorithms for optimizing test cases. Section 4 represents the 
results obtained along with the discussion and finally, 
section 5 concludes the paper with direction for future study. 

 
2. RELATED WORKS 

 
In recent times, there are various studies focused on 
applying different meta-heuristic techniques in the field of 
prioritization. Among those, GA and PSO are the most 
preferred approaches due to their minimal performance 
tuning parameters and obtaining better optimal results. 
 
Andreaset.al [7] proposed a systematic approach to automate 
the process of test suite generation and optimization. The 
authors in this study followed the testing approach 
ofEvolutionary Structural Testing to automatically generate 
the test cases to achieve high structural code coverage. A 
fault-based regression test case prioritization using GA was 
proposed by Arvinder et al., [8]. This study utilized the 
evolutionary approach in specific, GA for prioritizing test 
case suite based on total fault coverage with minimal 
execution time. Rothermel et al., [9] introduced the 
regression test case prioritization technique based on user-
defined criteria. Priyanka et al., performed a comparative 
analysis of test case prioritization approaches in the field of 
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regression testing [10]. The various methods of test case 
prioritization such as total branch coverage and additional 
branch coverage are utilized to improve fault detection [11]. 
 
Srivastava et al., introduced a prioritizationtechnique based 
on the changes introduced in the program and focused on the 
objective function of impacted block coverage [12]. The 
prioritization of test case scenarios derived from Unified 
Modeling Language (UML) diagrams by applying GA was 
introduced by Sangeeta et al., [13]. In this study, the author 
proposed prioritization of test case scenarios derived from 
the activity diagram and state chart diagram of UML using 
the concept of basic information flow (IF) metric, stack, and 
GA.GA and PSO algorithms are applied in several 
optimization problems for generating test cases for 
functionality testing [14][15], structural testing [16][17], 
regression testing [18] [19], and many other areas [20][21]. 
 
Based on the existing literature study, it is evident that even 
though several attempts have been made to prioritize the test 
cases using evolutionary algorithms, as per the author's 
knowledge, a comparative study of GA with PSO in the field 
of test case prioritization has not attempted so far. 

 
3. PROPOSED APPROACH 
 
3.1 Particle Swarm Algorithm (PSO) 
 
This section details our proposed approach for test case 
prioritization using PSO and GA techniques.PSO is a swarm 
intelligence algorithm introduced by Kennedy and Eberhart 
in the year 1995 [22]. PSO is mainly used to optimize a 
problem through multiple iterations based on a random 
search method. This means that the algorithm generates 
candidate solutions randomly and alters these solutions 
according to the quality measure of that candidate solution 
as iteration progresses. PSO works by initializing candidate 
solutions for the chosen test case optimization problem as 
individual particles, each with their velocity, position, and 
overall inertial weight. For each iteration, the fitness of the 
particles is calculated. Based on this fitness score, the 
position value and the velocity of that particular particle are 
updated using‘update_position’ and ‘update_velocity’ 
functions respectively. The updation takes place with regard 
to the personal best position of that particular particle and 
the global best position of all particles in the solution space. 
The fitness function for update velocity is: 

࢚)࢏࢜ + ૚) = (࢚)࢏࢜.࢝	 + ࡭ +  (૚)																											࡮
࡭	ࢋ࢘ࢋࢎ࢝ = −(࢚)࢚࢙ࢋ࡮࢖࢞)(࢚)૚࢘.૚ࢉ  ((࢚)࢏࢞	

࡮			ࢊ࢔ࢇ														 = ࢚࢙ࢋ࡮ࢍ࢞)(࢚)૛࢘.૛ࢉ	 −  	((࢚)࢏࢞	
 
and the formula for update position is 
	࢏࢞																											 = +	࢏࢞	  (2) ࢏࢜	
where vi (t+1) - velocity after update (at time t+1), vi (t) - 
velocity of the particle before update (at time t), w - inertia 
factor, set at initialization, c1 - constant, confidence of the 
particle, c2 - constant, confidence of the swarm, r1, r2 - 
random numbers (at time t), xpBest(t) - pBest value of particle 
(at time t), xi(t) - current position of particle (at time t), xgBest 

- gBest value of swarm, xi - position value of particle, vi - 
velocity of particle. 
After ‘n’ iterations, all particles tend to move towards the 
optimum center of the entire swarm. If the termination 
constraint is achieved the algorithm comes to a halt. The 
global best (global optimal center) will be considered as the 
optimal result for the optimization problem. Figure 1 gives a 
pseudo code for the PSO algorithm. 
 

Start 
1. Define dimension of problem, solution 

space and population size 
2. Generate random solutions as particles 

(based on pop, lb, ub) 
3. Initialize particles with position, velocity. 

Set gBest and pBest 
4. For each iteration in max_iter: 

 4.1 For each particle in pop: 
  Evaluate fitness 
  Update pBest 
 4.2 Find gBest 
 4.3 For each particle in pop: 
  Update velocity 
  Update position 
 4.4 Evaluate 

4.5 If termination condition met: 
  break 

4.6 Else: 
Return to 4. 

5. Return global optima 
Stop 

Figure 1: PSO pseudo code 
 

3.2 Genetic Algorithm (GA) 
 
Genetic Algorithm (GA) is a meta-heuristic algorithm 
inspired by the working of natural selection, belonging to a 
large list of evolutionary algorithms [23]. The algorithm is 
based on the concepts of Darwin's Theory of Evolution, 
which proves that the most powerful trait is handed down 
generation-to-generation. Based on this theory, GA is 
utilized to solve optimization problems by producing better 
results after multiple generations of possible individual 
solutions. 
 
GA works by creating a population of possible solutions for 
the problem and finding the best result after multiple 
generations. At initialization, an entire population of 
possible solutions (which act as the first generation) is 
created. Each chromosome (or genomes) in a population has 
its own unique set of traits (or genes). For the first iteration, 
a set of chromosomes are chosen based on the fitness 
function score. These chosen pairs of chromosomes are used 
for the re-population of the solution pool for the next 
generation. For each iteration, the best chromosomes act as 
parents to re-populate the next generation. The population of 
the successive generations is obtained by applying some 
genetic operations on the parent chromosomes. The genetic 
operations are crossover and mutation. Crossover is the 
technique of generating new solutions for the successive 
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generation by crossing over (or) interchanging individual 
genes between two parent chromosomes. Figure 2 and 3 
represents the difference in parent chromosomes before and 
after crossover. 

 
Figure 2: Parent chromosomes before Crossover 

 

 
Figure 3:Children chromosomes obtained after crossover 

 
Mutation is a technique of producing new solutions to the 
successive generation by mutating the solution (or) by 
altering the genes of the parent chromosome such that a new 
solution is obtained. Figure4 gives a distinction between the 
state of the chromosome before and after mutation. 
 

 
Figure4:Difference in chromosome before and after mutation 

 
There is a continuous choice-paring-population production 
cycle occurring until the adequate size of the population for 
the next generation is obtained. Once the termination 
condition is achieved, the algorithm comes to a halt. The 
result obtained from the algorithm will be the best result 
from the final generation population with the highest fitness. 
Figure 5represents a pseudo code of the GA algorithm. 

Start 
1. Define the dimension of the problem, 

solution set,and population size 
2. Generate random solutions as particles 

(based on pop, lb, ub) as population 
3. Set mutation rate and selective pressure 
4.  For each iteration in max_iter: 

 4.1 For each chromosome in pop: 
  Evaluate fitness 
 4.2 Choose best chromosomes as parents 
 4.3 For each pair in parents: 
  Crossover 
  Mutation 
 4.4 Re-populate for next generation 

4.5 If termination condition met: 
  break 

4.6 Else: 
Repeat 4. 

5. Return best chromosome & best fitness 
Stop 

Figure 5: GA Pseudo Code 
  

3.3 Methodology 
 
The system would use the Particle Swarm algorithm to 
optimize the objective function and hence derive the 
optimized test suite. The objective function would be the 
mathematical representation of the “weightage” value found 
for each test case. The meta-heuristic algorithms consider 
this objective function to fit the particles or chromosome (in 
PSO and GA, respectively) and optimize the value of this 
function. Figure 6 and 7represents the process flow of PSO 
and GAalgorithms for the test case optimization problem 
respectively. 

 

 
Figure 6: PSO Process Flow 

 

 
Figure7:GA Process Flow 
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Based on the best optimal values obtained, the dataset is re-
ordered. The test cases are arranged based on the difference 
of the weightage value from the optimum obtained from the 
meta-heuristic algorithm. 
 
4. EMPIRICAL RESULTS 
 
The performance tuning parameters and system 
configuration used for execution of the system is illustrated 
in Table1. 
 

Table 1:System configuration for final results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
4.1 PSO Output 
 
Firstly, the PSO algorithm is used to optimize the test case. 
The particle swarm optimizer is executed under a number of 
parameters, which ensure the best possible results obtained. 
 
The output from the algorithm will be the gBest X (global 
best position) and gBest Y (global best fitness) values. The 
gBest Y value (representing f(a), where f is the objective 
function) represents the maximized result that can be 
obtained as a result from the objective function when using 
gBest X (representing a) as the input. The entire dataset is 
rearranged based on the difference from the optimal fitness 
and current weightage and the output will be the test suite 

optimized by PSO. Figure8 represents the resultant test suite 
obtained by optimization using Particle Swarm Optimizer. 

 

 
 

Figure 8: Output from PSO 
 
4.2 Consistency of PSO 

 
To ensure that the right parameters and attributes are used 
for the algorithm, the algorithm has been executed for‘m’ 
instances and the average fitness values and average 
execution time are recorded. The best possible parameters 
for PSO found in this study are represented in Table 3. 

 
Table 2 :PSO constants for all instances 

 
Constants for all instances 

Dimensions 5 
Particles 10 

W 0.6 
c1, c2 0.7 

 
Table 3:PSO execution results 

 
S. No Total no. of 

executions 
Average 
gBest Y 

Average 
execution 

time 
1 10 229.0 0.00407 
2 25 228.9 0.0038 
3 50 229.0 0.0038 
4 100 229.0 0.0038 
5 200 229.0 0.0036 

 

 
 
 
 
 

 
 
 
 

OS Linux 
Software Jupyter Notebook, 

Python 

Dimension (objective 

function) 

5 

Lower bound As per dataset 

Upper bound As per dataset 

For PSO 

Particles (pop) 100 

Max_iter 25 

Inertia weight (w) 0.6 

c1, c2 0.7 

For GA 

Max_gen 25 

Population size 100 

Parent pair number 4 

Selective pressure 1.4 

Mutation rate 0.2 
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The sub-graphs of Figure 9 represents the execution 
involved in PSO implementation. 
 

 
 

Figure. 9 (a) 

 
Figure. 9(b) 

 
Figure. 9(c) 

 
Figure. 9(d) 

 
Figure. 9(e) 

   Figure 9: Execution involved in PSO implementation 

4.3 GA Output 
 
The genetic algorithm is executed under certain operating 
conditions and constraints which preferably provide the best 
possible results.The algorithm is executed and the results 
from the execution are recorded. The output from the 
algorithm will be the best genome and best fitness values. 
The best fitness value (representing f(a), where f is the 
objective function) represents the maximized result which 
can be obtained as a result from the objective function when 
using the best genome (representing a) as the input. The 
entire dataset is rearranged based on the difference from the 
optimal fitness and current weightage and the output will be 
the test suite optimized by GA. Figure 10 represents the 
resultant test suite obtained by optimization using the 
Genetic Algorithm. 
 

 
 

Figure 10: Output from GA 
 

4.4 Consistency Of GA 
 
To ensure that the right parameters and attributes are used 
for the algorithm, the algorithm has been executed form-
instances. The best possible parameters for GA found in this 
study are represented in Table 4. 
 

Table 4 :GA constants for all instances 
 

Constants for all instances 
Genome Length 5 
Generations 10 

Selective Pressure 1.4 

Mutation Rate 0.2 
 

Table 5:GA Execution Results 
 
 
 
 
 
 
 
 

S. No Total no. 
of 

executions 

Average 
best fitness 

Average 
execution 

time 
1 10 213.6299 0.0680 
2 25 213.4600 0.0720 
3 50 209.8300 0.0703 
4 100 209.7080 0.0671 
5 200 212.0204 0.0677 
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The sub-graphs of Figure 11 represent each of the 
aforementioned instances. 
 

 
Figure 11(a) 

 

 
 

Figure 11(b) 

 
 

Figure 11(c) 
 

 
Figure 11(d) 

 
            

 
 

Figure 11(e) 
Figure 11: Each of the aforementioned instances. 
 

4.5 Comparative Study 
 
The comparison between the output from the meta-heuristic 
algorithms takes place as the following steps: 
● Check for equality between the two test suites obtained 
● Determine the accuracy of the first meta-heuristic 

algorithm 
● Calculate the error rate of the first meta-heuristic 

algorithm 
● Determine the accuracy of the next meta-heuristic 

algorithm 
● Calculate the error rate of the next meta-heuristic 

algorithm 
● Compare the accuracy of the output test suites 
● Compare the error rates for the output test suites 
● Determine the difference between the times for 

execution of the algorithm 
 

Firstly, the resultant test suites from both the algorithms are 
checked if they are equal. This equality might then influence 
the similar efficiency of the algorithms. Then the accuracy of 
the output test suites is determined. This is found from the 
test case ranking obtained from the stakeholders. The 
formula for accuracy is given by 

(%)	࢟ࢉࢇ࢛࢘ࢉࢉ࡭ 	= (࢒ࢇ࢚࢕࢚࡯ࢀ	/	ࢊࢋ࢑࢔ࢇ࢘࡯ࢀ)	 	 ∗ 	૚૙૙							(૜) 
where TCranked - number of test cases which are in the 
correct rank, TCtotal - total number of test cases in the 
dataset. Based on this accuracy value, the value for error rate 
is also determined using the formula 

(%)	ࢋ࢚ࢇ࢘	࢘࢕࢘࢘ࡱ 	= 	૚૙૙%	 −  (૝)											࢟ࢉࢇ࢛࢘ࢉࢉࢇ	ࢌ࢕	%	
After the accuracy and the error rates for both the 
algorithms, their execution time is found. The results are 
recorded in Table 6. 
 
 
 
 
 
 
 
 
 
 

Table 6: Comparative Study 
 

Iter. 
No. 

Meta- 
heuristic 
algorithm 

Accuracy 
% 

Error 
% 

Execution 
Time 

1. PSO 85% 15% 0.41721 
GA 83% 17% 0.41259 

2. PSO 83% 17% 0.41567 
GA 83% 17% 0.40447 

3. PSO 84% 16% 0.399785 
GA 82% 18% 0.412262 
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These values are used to determine the efficiency of  the 
meta-heuristic algorithm. The relation between the 
efficiency and values mentioned in Table 6 are given below 

System Efficiency ∝ % of accuracy 
System Efficiency ∝ 1 / % of error 
System Efficiency ∝ 1 / execution time 

 
Where,System Efficiency is the efficiency of the sub-system 
which uses the particular meta-heuristic algorithm to solve 
the optimization problem. 
From Table 6, it is clear that, among the 3 iterations, the 
PSO algorithm shows higher accuracy and lower error rate. 
Even though the execution time for GA is less in 2 
iterations, PSO remains consistent with its accuracy and low 
error rate. 

 
5. CONCLUSION 
 
The proposed approach is used to optimize the test cases and 
finds the associated fitness valuesfor each test case. The 
maximization of this fitness value is considered as the best 
optimalsolutionfor the chosen problem. By implementingPSO 
and GA algorithms, the optimal solution is determined and 
the test suite is prioritized accordingly. Further, the results of 
both PSO and GA algorithms are compared in terms of three 
criterion attributes namely, accuracy, error rate, and 
execution time.  
From the comparative study, it is clear that GA is best suited 
for lightweight problems which are much faster to optimize 
whereas PSO works best in solving problems where heavy 
computation is required. The PSO exhibits more accurate 
results while the Genetic Algorithm provides faster 
execution. The result and conclusion depend completely on 
the sample test case set the input to the system. The user is 
presented with both the resultant test suites, from which they 
might choose the most favourable one, taking factors such as 
testing environment, stakeholder requests, and expectations 
into consideration. 
The future direction might be focused on: (i) Implementing 
different meta-heuristic algorithms for this test case 
optimization problem, (ii) a hybrid approach, which is a 
combination of two meta-heuristic algorithms that can be 
attempted to understand the behavior on the chosen 
prioritization problem. 
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