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 
ABSTRACT 
 
This paper aims to provide a fast method to decrypt short 
encrypted messages that consist of 10 letters by using the 
technique of trained Feed-Forward Artificial Neural Network 
(FF-ANN). The use of artificial neural network is one of the 
methods of artificial intelligence, a method that mainly 
depends on increasing the training of the network on many 
and many examples. These examples must take the same 
context of the main purpose of this research so that the results 
of the network are very close to the desired and desired 
realism. We give the feature of our trained FF-ANN and show 
how we train our network using 50 encrypted messages using 
our proposed method to achieve the best results. Our 
collection of test patterns of cryptographic messages took a 
shorter decryption time compared to the solution using 
mathematical methods. We can apply this method presented 
in this research in the large messages that the use of 
mathematics for encryption and decryption is very difficult 
and consumes a very long time, but the use of the neural 
network will be easy as a method and the expectation for time 
consumption to be little, especially with good network 
training which may be of interest in next researches.  
 
Key words: Artificial Neural Network (ANN), Elliptic Curve 
Cryptography (ECC), Feed Forward Artificial Neural 
Networks (FF-ANN).  
 
1. INTRODUCTION 
 
The neural network is an artificial machine which is designed 
to do certain tasks in the same manner as the human brain 
does [1]. The neural network is simulated using software 
running on a personal computer. In the past few years the 
development of ANN greatly evolved.  ANN has received 
much great attention and is now regarded as one of the 
greatest computation tools. Much of the interest in ANN is 
due to the obvious ability of neural networks to imitate the 
 

 

brain's ability in making decisions and drawing conclusions 
when presented with complex, noisy, and partial information. 
Generally, the ANN is a network with links, and the weights 
of these links are represented as the strength of connections. 
There is no standard definition of any of the popular 
implementations of ANN. As an example, the 
back-propagation neural network is the most common 
technique for solving practical problems which are designed 
for modeling how a particular task is performed by the brain.   
 
The neural network may be physically implemented by the 
use of electronic components or it may be simulated using 
software running on a personal computer. A neural network 
can be seen as a parallel implementation of a distributed 
processor that is composed of a set of simple processing units. 
These units have an inherit natural tendency to store 
experimental knowledge, then make this knowledge available 
for use.  
 
Neural networks have a noticeable ability to derive useful 
meanings from imprecise or complicated data. Neural 
networks can be used to detect trends and extract patterns that 
are far too complex for being identified by humans or even 
other simple computer techniques. 
 
Cryptosystems are used for protecting important data, 
commonly protecting data integrity, data confidentiality, and 
the authenticity of information sources. Cryptosystems must 
meet the ever increasing strength of specifications concerning 
information security, as well as, meeting standard 
specifications relating to encryption and decryption.  
 
Our goal is how to use the trained FF-ANN to decrypt a 
certain encrypted message in certain circumstances. We 
perform this task by training the artificial neural network with 
many examples that have the same behavior as our message. 
Also, the properties of the network are changed several times 
during training and after testing to get the best results in the 
end.  
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The rest of this paper is organized as follows. Section 2 is 
about the biological neuron, artificial neuron model, and 
feed-forward networks, feed-forward back-propagation 
networks, feed-forward operations, and back-propagation 
operations. Section 3 defines the cryptographic background, 
asymmetric key algorithms, the ECC algorithm and the 
advantages of using ECC. Section 4 presents simulation 
results of a numerical example of encryption and decryption 
of a message that consists of 10 letters and shows how we 
solve it algebraically and then solves it using our trained 
FF-ANN with all the parameters deduced from the network. 
Section V gives our evaluation and discussion and a 
comparison between the mathematical method and the 
proposed FF-ANN. Section 6 gives the conclusion.  
 
2. NEURAL NETWORKS 
 
The idea behind the use of Neural Networks in computation is 
to mimic the behavior of biological neurons in human brains. 
Neural Networks used in computation is a mathematical 
model for the simulation of biological neurons.  
 
2.1 The Biological Neuron 
 
The main terms used with a biological neuron [1] are defined 
in the following list of terms.  Soma, which is the nucleus of 
the neuron as shown in Figure 1. Dendrites, which are the 
long irregularly, shaped filaments attached to the soma-input 
channels. Axon which is another link type that is attached to 
the soma output channels.  

 
Figure 1: The biological neuron 

The output of the axon is a voltage pulse (a spike) that lasts for 
a millisecond. Firing of the neuron, this involves the 
movement of ions into the cell. This occurs when 
neurotransmitters cause ion channels on the cell membrane. 
Synaptic junction: which is the electro-chemical contact 
between neurons in which axon terminates in, the size of 
synapses is linked with learning. Spine, which is a dendritic 
spine (or spine) that is a small membranous protrusion from a 
neuron's dendrite that typically receives an input from a 
single axon at the synapse. 

2.2 Artificial Neuron Model 
In artificial neurons, an activation function (AF) controls the 
firing as well as the strength of the exiting signal [2]. The 
activation function consists of many types but we will adapt 
the use the sigmoid type as shown in Figure 2. 

 
Figure 2: Artificial neuron model 
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2.3 Feed-Forward Networks 
Feed-forward networks [3] consist of an Input layer, a Hidden 
layer, and an Output layer. For the Input layer, this layer 
consists of a set of passive nodes that can only transmit the 
input signal to the following layer as shown in Figure 3. The 
number of inputs to the neuronal network corresponds to the 
number of neurons (n) in this layer. 

 
Figure 3: Feed-Forward Networks 
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For the Hidden layer, this layer has a variant number of layers 
with a variant number of neurons (m). The nodes in this layer 
are active as they take part in the signal modification. For the 
Output layer, the number of the output values of the neural 
network (r) corresponds to the number of neurons present in 
the output layer. The nodes in this layer are considered active 
nodes. For the example shown in figure 3, the Network size is 
calculated as follows: 
 

152  rmn  
 

 matrixweightoutputV
matrixweightinputW

rm

mn

:
:

 
N.B: There is no feedback within this network 

 
2.4 Feed-Forward Back-Propagation Networks 
 
In Feed-forward back-propagation networks, Elman 
Recurrent Network, the output of a neuron is either directly or 
indirectly fed back to its input via some other linked neurons 
as shown in Figure 4. 
 

 
Figure 4: The Feed-forward back-propagation networks 

 

A. Learning Methods 
Artificial neural networks work through the optimized weight 
values, the method by which the optimized weight values are 
attained is called learning. During the learning process, we 
try to make the network learn how to produce a certain output 
when the corresponding input is given [4]. When learning is 
completed, the trained neural network, with updated optimal, 
weights must be able to produce the correct output 
corresponding to an input pattern, within a desired accuracy 
margin. 

 

B. Weight Adjustments and Updates 
There are two types of supervised learning algorithms that 
exist which is based on when or how weights are updated. 

 

Stochastic/delta/(online) learning: Where the neural network 
weights are adjusted after each input pattern. In this case, the 
next pattern to be input is randomly selected from the training 
set. This is to prevent any bias that may occur because of the 
sequences in which patterns are input in the training set. 
Batch (offline) learning: where changes in the neural network 
are accumulated and then used to adjust weights only at the 
end after all the training patterns have been input. 

 
2.5 Feed-Forward Operation 
Figure 5 shows Feed-forward and back-propagation 
operations [3, 4]. 

 
Figure 5: Feed-forward and back-propagation operations 
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2.6 Back-Forward Operation 
 

The back-propagation training algorithm is based on the 
principle of gradient descent and is given as half the square of 
the Euclidean norm of the output error vector  
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 gg And mg  are learning and momentum rates, 

respectively. 

The weight updates:  
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An epoch is one set of weight modifications, and many of 
these sets may be required before the desired level of accuracy 
of the approximation can be reached. 
 
3.  CRYPTOGRAPHIC BACKGROUND 
 
In this section, we will describe and evaluate the efficiency of 
the most popular cryptographic primitives, both symmetric 
techniques, and asymmetric public-key techniques [5, 
11,12,13,14, 16, 17].  
 
This section is not intended as a rigorous and detailed 
explanation of the cryptographic primitives, but rather to help 
understand the differences in performance between these 
primitives. We will not define any Notation that is required to 
completely analyze any security aspects.  
 
For example, there will use the terms "easy", "hard", 
"infeasible", etc. without mathematical definitions to describe 
the exact meaning of these terms. There are two primary types 
of cryptographic algorithms: symmetric key algorithms, 
which use the same key for encryption and decryption, and 
asymmetric public-key algorithms, which use two different 
keys for encryption and decryption.  
 

In the following sections, these two algorithms will be 
discussed in addition to digital signature, digital certificate, 
Public Key Infrastructure (PKI), and Web of Trust (WoT) 
models. 
 
3.1 Asymmetric key algorithms [6, 10] 

 
The problems of key management in symmetric key 
algorithms [6] are solved by public-key cryptography 
(asymmetric key). This concept was introduced by Whitfield 
Diffie and Martin Hellman in 1976.  

 
 

Public-key cryptography is a form of cryptography where the 
user has a pair of cryptographic keys, a public-key and a 
private-key. The private-key is kept secret, while the 
public-key may be distributed publicly. These keys are related 
mathematically, however, the private-key cannot practically 
be derived from the public-key. A message that is encrypted 
with the public-key can only be decrypted with the 
corresponding private-key. 

 
The asymmetric public-key encryption scheme is illustrated 
in Figure 6. At the beginning, both Alice and Bob should have 
a pair of public and private-keys. In the case that Alice wants 
to send an encrypted message m to Bob, she first needs to get 
Bob's public-key (PK) and make sure that this key is 
authenticated. This public-key is used to encrypt the message 
m and convert it into cipher text c. Bob can then decrypts this 
cipher text using the corresponding private-key (SK) which is 
known only by him. 

 
Figure 6: Public key encryption scheme 

 
A popular problem with public-key cryptography is to proof 
that the public-key is authentic, and has not been replaced by 
an adversary or a malicious third party. The usual solution to 
this problem is to use the public-key infrastructure (PKI), 
where a trussed third party, known as Certificate Authority, 
certifies the ownership of public and private-key pair. 

 
A very popular example of public-key cryptography is the 
RSA algorithm developed by Rivest, Shamir, and Adleman. 
This method is based around the integer factorization 
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problem. In RSA, to encrypt a message m or decrypt a cipher 
text c, the following calculations need to be performed: 
 

c = me mod n 
m = cd mod n 

 
A major benefit of this method is that it provides a tool for 
employing a digital signature. Digital signatures allow the 
recipient to verify the authenticity of the origin of the received 
information, and also that the information received has not 
been altered during transmission. Thus, public-key digital 
signatures provide authentication and data integrity.  

 
The digital signature also provides non-repudiation. This 
means that it prevents the sender from denying the sending of 
this information. The basic manner in which digital 
signatures are created is illustrated in Figure 7. If the 
information is decrypted with the sender's public-key, then 
this is a proof that it must have originated from that sender. 

 

 
Figure 7: Digital signature 

 
As can be seen in Figure 7, Alice wants to send a message m 
to Bob which is signed by her. Alice uses the hash digest of the 
message m and her private-key to create the signature. First, 
she uses a hash function on the message m and computes the 
hash digest. Then, she encrypts this digest using her 
private-key (SKAlice) and sends it with the message to Bob.  
 
Bob after computing the digest on his side, by using exactly 
the same hash function applied to the message before 
transmission and applying it to the received message m and 
compares it with the message digest that resulted from 
decrypting the signature using the public-key of Alice 
(PKAlice). If both digests are the same, then this is a proof 
that the message m must have originated from Alice and also 
the message has not been modified by an attacker during 
transmission [18]. 
 
3.2 ECC algorithm  
 
Elliptic Curve Cryptography (ECC) was proposed by Neal 
Koblitz and Victor Miller in 1985 [7, 8, and 9]. This method 

can be viewed as an Elliptic curve replica of the older discrete 
logarithm cryptosystem.  
 
The mathematical basis of the security of the elliptic curve 
cryptography is the computational difficulty of the elliptic 
curve discrete logarithm problem. Elliptic curve digital 
signature algorithm is an alternative to the established 
public-key system such as the digital signature algorithm and 
RSA algorithm. This algorithm, which is one of the variants 
of the proposed elliptic curve cryptographic (ECC), have 
recently recognized as one of the important algorithms and 
gained a lot of attention in academia and many applications 
have been proposed for utilizing it in industry. 
 
Some of the key concepts in ECC are: For a given key size, 
ECC offers considerably greater security. The fact of having 
smaller key size makes it much more compacted 
implementations for a level of security.  
 
ECC is better suited for small devices like lot devices and 
sensors used to Wireless Sensor Networks that have very 
limited resources in terms of memory and processing power. 
 
3.3 Benefits of Elliptic Curve Cryptography (ECC)  
 
Elliptical curve cryptography is also a public-key encryption 
technique but rather based on the elliptic curve theory [14, 
19]. Thus ECC can be used to create smaller, faster, and more 
efficient cryptographic keys. ECC generates keys by utilizing 
the inherit properties of the elliptic curve equations instead of 
using the legacy method of key generation as the result of the 
product of very large prime numbers as in RSA.  

 
ECC allows the establishment of equivalent security with 
much lower computing resources and battery usage. This is 
the reason why it is becoming widely used for light mobile 
applications. Unlike other legacy algorithms such as RSA, 
ECC is based on several discrete logarithms that are much 
more difficult to be challenged at equivalent key lengths. 

 
ECC has many advantages over RSA. ECC devices need 
much less storage space, less power consumption, less 
memory, and less bandwidth than the RSA system. This 
allows for the implementation of a cryptography system on 
constrained platforms and thin-clients, such as handheld 
computers, smart devices, wireless sensors and smart cards.  
 
It is also very useful in situations where efficiency is of 
ultimate importance. For example, the key size currently 
recommended for RSA schemes is 2048 bits.  
 
A much smaller ECC key of only 224 bits offers the same 
security level. Another example, 3072 bits RSA key and 256 
bits ECC key are equivalent in the security level. This will be 
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more important as stronger security systems become 
mandatory while in the same time devices are getting smaller. 
 
4. SIMULATION RESULTS [14, 15] 
 
In this section, we will provide a numerical example and 
apply and compare hill cipher and trained FF-ANN to encrypt 
and decrypt messages. 
 
4.1 Using hill cipher 
 
We use hill cipher to encrypt and decrypt the following simple 
message algebraically. Let our message be [Direct year] 
which consists of 10 letters, we shall now encrypt this 
message by the following steps: 
 
Step 1: construct the table of the message using hill cipher 
mode 26 [10, 11] 
 

D I R E C T Y E A R 
3 8 17 4 2 19 24 4 0 17 

Step 2: divide the original letter into blocks, every block 
contains 2 letters (2 * 2) and put 
 

These blocks in the matrix P 









1741948
0242173

P  

Step 3: Choose the encryption matrix E (public key) [12] to 
have an inverse and can be multiplied by P 

             Let E= 







51
63

 

Step 4: get the matrix Q the result of multiplication of (E P) 
and then transfer it to mode 26  

             

26mod718191117
241816235

8544973743
102961207557

e

QQ 


















 
Step 5: reverse the matrix Q into blocks ( 22 ) to get the 
encrypted message 

 
5 17 23 11 16 19 18 18 24 7 
F  R X L Q T S S Y H 

  
So the encrypted message Q is (FRXLQTSSYH) 

 
Step 6: start the decryption process, get the inverse of the 
matrix E call it 1E and multiply it by the matrix Q so the 
result is matrix called D where 26mod

1 )( eQED    

1E 26mod)int1( eEadjo
E
 = 

3 
































923
815

93
1815

31
65

26mod26mod ee

 

 




























1741948
0242173

718191117
241816235

923
815

26mode

D

 
Step 7: transfer matrix D into blocks ( 22 ) to get the 
decrypted message 

 
3 8 17 4 2 19 24 4 0 17 
D I R E C T Y E A R 

 
P= Direct Year 

 
 
Now we can imagine if the number of letters increases to be 20 
or more and we still use hill cipher (mode 26) or any mode in 
the asymmetric algorithms, the calculations will be more 
difficult so we shall try how we can decrypt the previous 
example by using the trained FF-ANN. 

 
4.2 Using FF-ANN algorithm to decrypt messages [17] 
 
Step 1: start training our neural network by using 15 
            message each consists of 10 letters. 
Step 2: transform the letters to normalized values for both  
            the encrypted and decrypted messages. 
Step 3: our network consists of three layers the input layer  
            which contains 10 neurons and one hidden layer  
            and the output layer. We start to train and show the  
            obtained data in Figures 8, 9 and 10. 
 

 
Figure 8: The normalized inputs that are given to the network 
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Figure 9: The normalized outputs that are given to the network 

 

 
Figure 10: the statistics of error in our training 

 
Step 4: We now make our test to decrypt several encrypted 
            messages where one of them is the message given in 
            the algebraic example (DIRECT YEAR). 
Step 5: we see if the decryption is correct we stop. 
Step 6: if the decryption is not completely right we make 
            two corrections, the first correction is to in-crease 
            the number of hidden layers and the second is 
            increasing the number of messages stage by stage 
            and see the result every time. 
Step 8: We discover that when we use about 50 messages to 
            train our FF-ANN we reach excellent results in a 
            very small time (see test error curves in Figure 11. 

 
Figure 11: Test error curves 

 
Step 9: Finally, we give the network three test patterns as 
            shown in Figure 12 and the results are correct, one of  
            these messages is (FRXLQTSSYH) which is 
            encrypted we give its result in our trained FF-ANN  
            which is (DIRECTYEAR) exactly correct. 
 

 
Figure 12: test pattern messages to our trained FF-ANN 

 
5. EVALUATION AND DISCUSSION  
 
In this section, we will provide our evaluation and discussion 
and give a comparison between the mathematical and the 
neural proposed method using FF-ANN. Table 1 gives a 
comparison between the mathematical and the proposed 
neural network method. 
 

Table 1: A comparison between the mathematical and the 
proposed neural network method 

 Mathematical Method Proposed FF-ANN Method 
1 The process of the 

solution may take some 
time especially when the 
message contains a big 
number of letters, small 
messages take about 10 
minutes while medium 
messages (about 20 
letters) take about 20-25 
minutes. 

The process of decryption 
takes a small-time, our 
numerical example takes 
about 1 minute and its benefit 
will be clear when the 
message contains a big 
number of letters. 

2 The results of decryption 
are exactly true 
regardless of the number 
of letters inside the 

The results of decryption 
depend upon the quality of 
training our FF-ANN and 
how we change the features of 
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message. our network, we get excellent 
results when we made our 
training with 50 messages. 

3 We must get the result of 
decryption message by 
message, i.e.: we do not 
have a general rule to 
decrypt all messages of 
the same number of 
letters. 

We can deduce a utility 
function for a certain type of 
message to make a general 
rule of decryption for this 
type. 
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