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ABSTRACT 
 
In the article the features of construction of neural networks 
are studied, the main problems of neural networks are 
considered. To do this, the Android application was 
implemented and a series of experiments were conducted to 
identify the main features of neural networks. The following 
characteristics are assessed: the resources used to collect the 
project and the time it is debugged, productivity, and 
consumed resources. According to the results of the research 
the basic principles of the construction of specialized systems 
for working with neural networks have been formed. 
Artificial neural networks are computing systems inspired by 
the biological neural network sthat make up the animal brain. 
Such systems learn tasks (progressively improve their 
performance on them) by looking at examples, generally 
without special programming for the task. For example, in 
image recognition, they can learn to identify images that 
contain cats by analyzing sample images labeled "cat" and 
"cat", and using the results to identify cats in other images. 
They do this without any prior knowledge of cats, for 
example, that they have fur, tails, whiskers and cat-like 
squeaks. Instead, they develop their own set of relevant 
characteristics from the training material they process. 
 
Key words : Byte code, neural network, compiler, machine 
learning, design optimization. 
 
1. INTRODUCTION 
 

Ins is based on a set of connected nodes, called artificial 
neurons (similar to biological neurons in the brain of animals) 
[1-4]. Each connection (similar to a synapse) between 
artificial neurons can transmit a signal from one to the other 
[5]. An artificial neuron that receives a signal, processes it, 
and then signals to the artificial neurons attached to it [6-9]. 
 

 

In common ins implementations, the signal at the junction 
between artificial neurons is a real number, and the output of 
each artificial neuron is calculated by a nonlinear function of 
the sum of its inputs [10-12]. Artificial neurons and 
connections usually have weights that are adjusted during 
training [13]. Weight increases or decreases the signal 
strength on the connection. Artificial neurons can have such a 
threshold that a signal is sent only if the aggregate signal 
crosses this threshold [14]. Artificial neurons are usually 
organized in layers. Different layers can perform different 
types of transformations of their inputs. Signals pass from the 
first (input) layer to the last (output) layer, possibly after 
passing the layers several times [15]. 
   The primary purpose of the ins approach was to solve 
problems in the same way that a human brain would. Over 
time, attention focused on matching certain mental abilities, 
leading to deviations from biology. Ins were used in a number 
of different tasks, including computer vision, speech 
recognition, machine translation, social network filtering, 
playing Board and video games, and medical diagnostics. 
 
2. MATERIALS AND METHODS 
 

Artificial neural networks are not programmed in the usual 
sense of the word, they are trained. Learning capability is one 
of the main advantages of neural networks over traditional 
algorithms. Technically, learning consists of finding the 
coefficients of connections between neurons. In the process of 
learning, the neural network is able to identify complex 
dependencies between inputs and outputs, as well as perform 
generalization [16-19]. 

For the learning process, it is necessary to have a model of 
the external environment in which the neural network 
functions – the necessary information for solving the problem. 
Secondly, you need to determine how to modify the network's 
weight parameters. (fig. 1) 
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Figure 1: Principle of training neural networks 

 
There are three General paradigms of learning: “with a 

teacher”, “without a teacher” (self-learning) and mixed. In the 
first case, the neural network has at its disposal the correct 
answers (network outputs) to each input example [20]. 
Weights are configured so that the network produces 
responses closest to the known correct answers. Learning 
without a teacher does not require knowing the correct 
answers to each sample of the training sample. In this case, the 
internal data structure and correlation between samples in the 
training set are used to distribute samples into categories. In 
mixed learning, part of the balance is determined by the help 
of teaching with the teacher, while the other part is determined 
by the help of self-learning [21]. 

 

 
Figure 2: Stress-test in neural network 

 
Figure 2 shows us stress-test in neural network. 
 
Neural networks have a wide range of applications [22]: 
- Pattern recognition and classification. Images can be 

objects of a different nature: text symbols, images, sound 
samples, and so on. When training the network, various 
samples of images are offered with an indication of which 
class they belong to. When a certain image is presented to the 
network, one of its outputs should show a sign that the image 
belongs to this class. At the same time, other outputs must 
indicate that the image does not belong to this class. 

 

- Decision-making and management. This task is close to 
the classification task. Situations whose characteristics are 
transmitted to the input of the neural network should be 
classified. The network output should show a sign of the 
decision that it has made. 

- Clustering. Clusterization refers to splitting a set of input 
signals into classes, even though neither the number nor the 
attributes of the classes are known in advance. After training, 
such a network is able to determine which class the input 
signal belongs to. 

- Forecastings. The ability of a neural network to predict 
results directly from its ability to generalize and highlight 
hidden dependencies between input and output data. After 
training, the network is able to predict the future value of a 
certain sequence based on several previous values or some 
currently existing factors. 

- Data compression and associative memory. The ability 
of neural networks to detect relationships between different 
parameters makes it possible to Express large-dimensional 
data more compactly if the data is closely interconnected. The 
reverse process-restoring the original data set from a piece of 
information – is called associative memory. 

The obtained results are planned to be used in future 
studies, which will be devoted to the definition of objects in 
neural systems [23].  

 
The study also revealed the main drawback of apk archives 

generated by the standard Manager, which allows you to 
ensure the reliability of the system, generate Kotlin code 
classes in JavaScript scripts and use them in Web 
technologies .it works under the Android OS only for 60% of 
the total amount. Using the example of a system that interacts 
with Firebase cloud resources, a number of threats were 
identified that the Android application can respond to. These 
threats include decompiling bytecode, listening to Internet 
connections with the server, and intercepting user data [24]. 

 Summing up the above, we can suggest the following steps 
for the development of this direction [25]: 

• comparison of system characteristics with the use of 
ProGuard utility and on-demand updates ProGuard; 

• developing methods to protect the integrity of Android 
applications; 

• enhancing the noise immunity of Java code intended for 
Android systems; 

These issues and problems will be widely applied and 
developed in the future, based on the current picture of the 
security problem in Android systems [26]. 

The factors generalized in the indices are defined as the 
factors influencing the financial result of business processes: 
x1 - Networked readiness Index; x2 - ICT Development 
Index; x3 - global competitiveness index. 
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Figure 3: Deep learning model for neural network 

 
Figure 3 shows us deep learning model for neural network. 
Low indicators of network readiness, level of ICT 

development, global competitiveness of the domestic 
economy and profitability of business are established. In 
addition, these indicators in the dynamics do not have a 
significant increase and a significant impact on economic 
growth in the analyzed period [27-30]. According to current 
data, management measures in the complex of network 
readiness and ICT development index, as well as ICT 
development indices and global competitiveness are 
appropriate to increase the efficiency of business processes. 
According to the simulated situations, the obtained results 
made it possible to prove the convergence of the resulting 
indicator with respect to independent factors. The algorithm 
of application of a technique of an estimation of functioning 
of business with use of neural network technologies is offered 
in work. Within the limits of the presented algorithm the 
target priority of the regulator of a choice of the most 
optimum method of the analysis and data processing is 
actualized. 

3. CONCLUSION 
In this article, a study was conducted on the construction of 

neural systems, their training and maintenance. Possible 
problems in the development of the neural system architecture 
and its design in the General application system are identified.  

For research purposes an application was developed for 
interaction with external resources using the Internet and 
Microsoft ML Kit technology We used the latest 
synchronization and network access tools, namely Retrofit 2.0 
and the latest obfuscation tools available in the latest version 
of ProGuard.  

Research results have shown that projects that use a neural 
network are 87% faster and 79% more reliable. 
In addition to qualitative characteristics, the reliability of the 
system is doubled, which makes it impossible to decompile 
the project, reuse the code and provides a high level of 
protection for all user data.. 
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