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ABSTRACT 
 
SMS (Short Message Service) is a mean of communication 
between people which can either be spam or ham. SMS spam 
is a major concern since it is annoying and many people do not 
like to receive it. In this paper, deep learning and random 
forest machine learning algorithms are used to determine the 
most important features that can be used as input to classifiers. 
In deep learning, as the number of neurons, and epochs 
increase the precision, recall, F-measure, and accuracy will 
increase which is good, however the runtime will increase and 
this will affect the efficiency negatively so that the best 
number of neurons and epochs that can achieve high precision, 
recall, F-measure and accuracy and at the same time low 
runtime is 20 for the number of  neurons and 10 for epochs. In 
a random forest, also the runtime will increase as the number 
of trees and the maximum depth of each tree increase. In order 
to achieve the best values for precision, recall, F-measure, and 
accuracy using random forest, the number of trees must be 5 
and the value of maximum depth of each tree must not exceed. 
The main contribution of the research is proposing a new SMS 
detection classifier that is based on using H2O platform. 
Comparisons are made between several machine learning 
algorithms which are deep learning, random forest and naïve 
bays.  In all experiments, the evaluation model that was used is 
the cross-validation with 3-folds and 10-folds cross-
validations. The experiments are conducted on SMS messages 
dataset that was proposed by UCI Machine Learning 
Repositories. The experimental results show that a naïve bay 
was the best in terms of runtime with a value of 0.6 seconds 
while it was the worst in terms of accuracy performance. On 
the other hand, the random forest provides the best 
performance with values 96%, 86%, 91%, and 0.977% for 
precision, recall, F-measure, and accuracy, respectively where 
50 trees are used with a maximum depth equal to 20.  
 
Key words:  SMS spam; Random Forest; Naïve Bays; Deep 
Learning;  H2O. 
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Spam is an abbreviation of the English concept (Sending 
and Posting Advertisement in Mass). This concept was 
associated with the beginnings of the spread of the e-mail 
service via the Internet (Spam e-mails), but it soon became 
associated with the short message service (SMS) provided by 
smartphone devices. Due to the increase in using the short 
messages, in addition to its low cost compared to other 
communication services that need an Internet connection, a 
challenge called (Spam SMS) appeared. SMS spam messages 
include all unwanted messages such as marketing 
advertisements and promotions messages that contain rumors 
and free services [1]. 

Email and SMS spams are annoying and cause service 
performance degradation [2]. SMS spam usually reachesa 
cluster of individuals and broadcasted through a network of 
mobile. However, the World-Wide net transfers email spam. 

Several solutions of SMS spam detection were exported 
from successful email anti-spam solutions [3,4], but not all 
ways of email spam solutions are applicable and suitable for 
SMS spam [5]. The reasons for this inconsistency refer to the 
fact that: the size of the SMS message is small, SMS free of 
Multi-purpose Internet Mail Exchanger (MIME) and SMS 
supports only textual representation. Several techniques were 
utilized for SMS spam detection, such as using artificial neural 
networks, K-nearest neighbors (KNN), support vector 
machines (SVM), naive Bayes (NB), decision trees, random 
forests, and hybrid methods [6]. The outcomes of the 
experiments indicated that the  SVM and NB classifiers 
provided the highest accuracy [7], but the techniques such as 
logistic regression, decision trees and Bayesian classification 
were still time-consuming [7]. Most of existing studies use 
Weka in their experiments [8,9]. 

In this paper, a new SMS spam detection methodology is 
proposed which is an extension of the previous work [10]. 
Comparisons are made between deep learning (DL), random 
forest (RF), and naïve bays (NB) machine learning algorithms. 
The matrics that are used for evaluating the models are the 
accuracy, precision, recall, F-measure, and runtime.  

All experiments are performed over the H2O platform [11]. 
In addition to finding the most effective classifier, tuning of 
deep learning and random forest parameters are made in order 
to find the best values that will achieve high performance. The 
dataset that is used for the experiment is the same dataset that 
was proposed in UCI Machine Learning Repositories. 

The remainder of this paper is organized as follows: Section 
2 addresses the related work. The proposed framework is 

 
Deep SMS Spam Detection using H2O Platform 

 
Dima Suleiman1,*, Ghazi Al-Naymat2,3, Mariam Itriq1, 

1Information Technology Department, The University of Jordan, Amman, Jordan 
Dima.suleiman@ju.edu.jo 

2 Department of IT, College of Engineering and Information Technology, Ajman University, UAE 
3 Computer Science Department, King Hussein Faculty of Computing Sciences, Princess Sumaya University for 

Technology, Amman, Jordan 

ISSN 2278-3091 
Volume 9, No.5, September - October 2020 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse326952020.pdf 

https://doi.org/10.30534/ijatcse/2020/326952020 
   

 



Dima Suleiman  et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(5),September-October 2020, 9179- 9188 

9180 
 

 

explained in section 3. Section 4 discusses the experimental results. Finally, the conclusion is presented in section 5. 

 
 

2. RELATED WORKS 
 

Unlike email, SMS spam detection technique has some 
challenges due to the SMS features such as the restricted 
message size, limited header information, there is no real 
database for SMS spam, Moreover, the frequent use of 
abbreviations and acronyms in SMS messages, increase the 
extent of ambiguity that cannot be detected by traditional 
email spam detection schemes. Furthermore, using the same 
email spam detection classifies for classifying SMS spams, 
needs massive memory storage and processing resources 
which are not available in the smartphones environment 
[8][12]. 
Due to the importance of this topic, considerable work had 
been done and new detection methods were proposed.  [13] 
presented a review of the currently available methods, 
challenges, and future research directions on spam filtering 
and detection techniques.  As a result of their review, they 
found that the support vector machine and the Bayesian 
network can be used as SMS spam classifiers. At the same 
time, the review showed that many effective bio-inspired 
algorithms such as Monkey Search, Cat Swarm, Magneto 
Tactic Bacteria Optimization depend on Moment Migration, 
Chicken Swarm Optimization, the Bat algorithm, the Cuckoo 
search algorithm, the Bees algorithms, and Particle Swarm 
Optimization were not able to be used as SMS spam 
detection classifiers. [14] presented a new machine learning 
classification algorithm to detect and filter the spam SMS 
based on 10 features(Presence of mathematical symbols, 
mobile number, URLs, dots, special symbol, emotions, 
Lowercased words, Uppercased words, Keyword specific 
and Message length) Also, they used 5 machine learning 
algorithms namely Decision Table, Logistic  
Regression, Naïve Bayes,J48, and Random Forest.  Out of 
these algorithms, the one that achieved the best 
results(96.1% true positive rate) was the Random Forest 
Classification Algorithm.  [9]proposed another spam filtering 
technique using different machine learning algorithms and 

the experiments shows that TF-IDF with Random Forest 
classification algorithm outperformed other algorithms in 
terms of accuracy with a value of (79.50%). On the other 
hand, the Support Vector Machines (SVM) algorithm [15] 
provided better performance than other classifiers such as 
Naïve Bayes, Multinominal Naïve Bayes, and KNearest 
Neighbor with the different number of K= 1,3 and 5  where 
the average accuracy was 98.9%. Table1 shows the 
comparisons between different SMS spam detection 
classifiers in the period between 2007 and 2016. 

 
3. PROPOSED FRAMEWORK 
 
The proposed SMS spam detection framework consists of the 
following step: The first step is the selection of the dataset. 
After that, the features of the text are extracted followed by 
choosing the appropriate machine learning platform, in this 
research, we used the H2O platform. At the next step, we 
used several machine learning algorithms: random forest 
(RF), deep learning (DL), and naïve Bayes (NB). 
The experiments are conducted on the dataset where the 
results are evaluated using Accuracy, Precision, Recall, F-
measure, Time efficiency evaluation measures. The steps of 
the proposed framework can be seen in Figure 1. 
 

3.1 Data Selection 
 
The experiments are performed on the UCI Machine 
Learning repository dataset which was gathered in 2012 [24]. 
The SMS messages are classified into either spam or ham 
messages. The total number of SMS messages is 5574 where 
747 messages are spam while the others are ham. The 
messages in the dataset are saved in a text file. Each row in 
the file represents a text and the type of the message if it is 
spam or ham.  

 

 

 

 
 
 

Figure 1: Steps of Proposed Method 
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Table 1: Comparisons between different SMS spam detection classifiers 

 
 
 
 
 
 
 
 
 

Ref# Dataset Pre-processing/ 
Features   

Methods/ classifier Evaluation Results 

[16] 
2007 

1) English(1002 
ham, 82 spam)  

2) Spanish (1157 
ham, 199spam) 

Bigram and trigram of 
characters and words 
bigrams,Lowercase words 

Bogofilter 
DMC 
LR 
OSBF-Lua 
SVM 

10-fold cross 
Validation, 
Using ROC curve 

1) Performance of SVM was 
good. 
2) Differences between 
filters not clear and need a 
larger dataset. 

[5] 
2011 

UCI Machine 
Learning repository 
 

Tokenization(two types) SVM, EM classifier, 
MDL and C4.5 and others 

Accuracy (Acc%). Spam 
Caught (SC%), Blocked 
Hams (BH%), and Matthews 
CorrelationCoefficient (MCC) 

1) Accuracy of using  SVM  
was 97.5%. 
2) 50% of spams are 
correctly filtered 

[17] 
2013 

UCI Machine 
Learning repository 

NB, Laplace smoothing, 
tokenization 

SVM 
KNN 
Ensemble(Random forest, 
Adaboost 

70% training set and 30% 
testing,  
10-fold cross-validation 

 spams caught (SC) was 
93%, the Error rate was 
1.5% and blocked hams 
(BH) was  
74% 
A reduced error by more 
than half  

[18] 
2013 

http://www.dt.fee.uni
camp.br/~tiago/ 
smsspamcollection  
4827 SMS ham 
messages and 747 
spam messages   

Tokenization(two types)  SVM, 
Logical regression, 
Expectation-Maximization 
(EM) clustering  

Blocked Hams , 
Spam Caught,   
Accuracy  , Matthews 
Correlation Coefficient 

Accuracy was 97% 

[19] 
2013 

Turkish(430 ham, 
420 spam) English 
(425 spam, 450 ham) 

TF-IDF,BoW, SF,  number 
of significant terms,upper 
or lower case characters, 
numeric  and alphanumeric 
characters such as (“!”, 
“$”), in addition to URL 
link. 

SVM, 
KNN 

chi-square, 
Gini index, (GI) metrics 

 

[20] 
2014 

6600 messages 
(Volunteers) 

The bigrams frequency, 
monograms, message size 

The artificial neural network, 
Decision tree and Naïve 
Bayes 

Accuracy Accuracy 93% 

[21] 
2014 

http://archive.ics.uci.
edu/ml/datasets/SMS
+Spam+Collection 
 
4827 SMS ham 
messages and 747 
spam 
 

Words semantic, 
capital words, spam words, 
SMS Segments, 
SMS Frequency, Unique 
Words, URL, Using word 
“Call”, The URL rate, 
linguistic processes, 
psychological processes 
and Spoken features 

SVM, 
Boosting, 
Random Forest   
SVM is the best 

Precision,recall, F-measure, 
accuracy, ROC curve 

Accuracy 92%-98% 

[22] 
2015 

Tiago’s dataset 
Consists of 5572 
messages (4827 ham, 
747 spam) 

Tokenization, Stop words . 
Symbols such as “The”, 
“” will be removed 

GentleBoost Accuracy Accuracy 
98% 

[23] 
2016 

Dataset contains 400 
message, 200 spam 
and 200 ham 

discard words will be 
removed 

Naïve Bayes classifier and 
Apriori Algorithm 

Accuracy, 
Precision, 
Recall 
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3.2 Feature extraction and selection 
 
The performance of the SMS spam detection classifiers is 

highly affected by the feature extraction process. While some 
features may increase the quality of the SMS detection 
classifier, other features may decrease the quality. From the 
related work, different features are used and summarized in 
Table 2. In order to get the features, most of the methods 
made tokenization to split the message into tokens. 
Tokenization process is important in order to get the tokens,  
then the frequency of each token will be calculated for further 
analysis, however, some methods make stemming and stop 
words removal [22], while others think that it is not good to 
make such processing [5][17]. The most important features 
are: 
 
 Message Length (ML): The message total number of 

characters. Most of research used the message length as 
an indication of message class [19][20][25]:  

 
Message length must not exceed 160 characters, and then the 
spammer such as marketing spammers will try to use the 
maximum length, so that spam messages are longer than the 
ham messages [5]. 
   
 Number of message words (NW): in most cases ham 

messages have less number of words [25]. 
 

 Total number of words that contain less than three 
charaters(NW3) normalized by the maximum number of 
words less than three. 

 
 Ratio of the number of words with length less than three 

characters (NW3) according to the total number of 
words (NW) [25] as in equation (1). 

 

RNW3 =
ܹܰ3
ܹܰ

			… … … … … … … … … … (1) 
 

Usually, ham messages contain short words, such as 
shortcuts. 
 
 Total number of Capital (CW) normalized by the 

maximum number of words 
 
 Ratio of the number of Capital (CW) according to the 

total number of words (NW) [21] as in equation (2). 
 

															RCW =
CW
NW

							… … … … … … … … … … (2) 
 
The existence of capital letter words in most cases is an 
indication of spam messages.  
 

 
 
 

Table 2: Preprocessing in previous research  

 

 
 
 

 Total number of alphanumeric characters (AC) 
normalized by the maximum number of alphanumeric 
characters. 

  Ratio of alphanumeric characters (AC) according 
message length (ML) [25] as in equation (3). 

 

RAC =
AC
ML

							… … … … … … … … … … (3) 
 

 Total number of special characters (SC) such as “*, _ 
,+,=,%,$,@,  , \,/” normalized by maximum number of 
special characters. 

 
 Ratio of special characters (SC) such as “*, _ 

,+,=,%,$,@,  , \,/”  according message length (ML) 
[19][25] as in equation (4). 

 

RSC =
SC
ML

			… … … … … … … … … … (4) 
 

 Total number of punctuation characters (PC) such as “،; 
? ! : ( ) – “ « » <> [ ] { }” normalized by maximum 
number of punctuation characters. 

Ref# Preprocessing 

[16] o Words 
o Lowercased words 
o Bi-grams and Tri-grams Character 
o Bi-grams words 

[19] o Length of the message  
o Number of terms 
o Characters that are uppercase 
o Characters that are non-alphanumeric 
o Characters that are numeric  
o Existence of URL 

[20] o Length of the message 
o Matching spam words  
o Match found in the list of di-grams 

[21]  o Words that are capital letters 
o Segments of SMS  
o Words that are unique 
o Existence of URL  
o Existence of word “Call 
o URL rate 

[25] o Length of the message 
o Characters that are alphanumeric  
o Characters that are numeric  
o Each letter frequency 
o Special chars frequency (10 chars: *, _ ,+,=,%,$,@,  , 

\,/ ) 
o Number of words 
o Number  of short words less than three letters 
o Number of characters in a word 
o Average length of the word. 
o Average length of sentence in chars. 
o Average length of sentence in words 
o Punctuation chars frequency:. ،; ? ! : ( ) – “ « » <> [ ] { 

} 
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 Ratio of punctuation characters (PC) such as “،; ? ! : ( ) 
– “ « » <> [ ] { }”  according message length (ML) 
[19][25] as in equation (5). 

 

RPC =
ܥܲ
ܮܯ

			… … … … … … … … … … (5) 

 
 Total number of digit characters (DC) which are 

normalized by the maximum number of digit characters. 
 
 

 Ratio of digit characters (DC) according message length 
(ML) [19][25] as in equation (6). 

 

RDC =
ܥܦ
ܮܯ

			… … … … … … … … … … (6) 

 
SMS spam messages in most cases have special, 
punctuation and digit characters more than SMS ham 
messages 

 
 The existence of the word “Call” [20][21], however in 

this research we take into consideration the existence of 
digits in addition to the word “call” in the same message 
(Callcount). 

 
In most researches they used the word “call” as criteria for 
detecting spam messages, however, we find that the existence 
of the word “call” alone without digits is used a lot in ham 
messages, such as saying “call me” to your friend, however, 
using the word “call” with number represent the phone 
number is an indication of spam. 
 
 The existence of URL [19][21] in the message is an 

indication that the message probability of being spam is 
high. 

 
 

URL in SMS message is evidence for the existence of spam 
in the message. 
The total number of features is sixteen, but not all features are 
important for SMS spam detection. We used the H2O 
platform to determine the most important features using deep 
learning and random forest. We found that the most important 
features after using deep learning were the existence of URL 
then the existence of the word “call” and digits as shown in 
Figure 2. On the other hand, the most important features after 
using random forest were the total number of digits and the 
ratio of digits as shown in Figure 3. 
In this research, we selected the most common and important 
features, for example instead of using the total number of 
digits and the ratio of digits we will choose one of them. The 
selection will depend on the most important one which can 
be determined according to the results of applying deep 
learning and random forest in SMS messages.  
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.3 Evaluation metrics 
 

Five metrics were used to evaluate the quality of the SMS 
detection classifiers which are: Precision, recall, accuracy, F-
measure, and runtime. The confusion matrix shown in Table 3 
was used for evaluating the binary class classification. True 
positive (TP) are messages that are correctly classified as 
spam. False positive (FP),  the SMS messages that are ham 
but they are classified as spam. False negative (FN) are the 
messages that are classified as ham while they are spam. 
Finally, true negative (TN) are the messages that are correctly 
classified as ham. Therefore, based on the previous 
definitions, the recall, accuracy, F-measure, and runtime can 
be calculated as follows [26][27]: 
 
• Accuracy: the percentage of the messages that are classified 
correctly over the total number of  messages as in equation 
(7) 

 

Figure 2: Important Features using Deep Learning 

Figure 3: Important Features using Random Forest 
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Accuracy

=
TP + TN

TP + TN	 + FP + FN
… … … … … … … … … (7) 

 
• Precision (P): how many of classified messages are spam 
message in equation (8) 

Precision

=
TP

TP + FP																					
… … … … … … … … … (8) 

• Recall (R): how many of the spam messages are correctly 
classified as spam as in equation (9) 

 
Recall

= 	
TP

TP + FN
											… … … … … … … … … (9) 

 
 
• F-measure: this measure combines two metrics which are 
precision and recall into one measure, as in equation (10)   

F − measure = 	
2 ∗ P ∗ R

P + R
		… … … … … … … … … … (10) 

 
In order to get better classification, F-measure and accuracy 
values must be high. On the other hand, the runtime value 
must be low. Therefore, we have to make a balance between 
the five measures. 
 

Table 3: Confusion Matrix 

Actual 
label 

Predicted label 
Spam Ham 

Spam  True positive (TP) False negative (FN) 

Ham False positive (FP) True negative (TN) 

 
4. EXPERIMENTAL RESULTS 

Three classifiers are used in our experiments: RF, DL, 
and NB. The experiments in this research are divided into two 
parts: the first part was to make tuning for selected algorithms 
and the second part is to make comparisons between the 
classifiers in order to select the best one. However, in all 
experiments, five runs for each change are made, and the 
average is taken. The two parts will be covered in the 
following subsections. 

4.1 Tuning of Classifiers 

1) Deep Learning 
Deep learning has many parameters; we select three of 

them for tuning which are: Activation Function, Number of 
hidden neurons, and epochs. The first parameter to tune is the 
activation function, there are many activation functions that 
can be used in deep learning such as: tanh, tanhwithdropout, 
rectifier, rectifierwithdropout, maxout, maxoutwithdropout. 
In SMS spam detection the best activation function was the 
rectifier. The second parameter to tune is the number of 
neurons in hidden layers, the default value for it is 200 

neurons, however after applying the default value which is 
200 neurons the results give good precision but at the same 
time the runtime is high, and in this model number “200” is 
high so that we tried values 5, 10,20,100. As the number of 
neurons increases, accuracy, precision, recall, and F-measure 
will increase also the runtime will increase which is not 
desired, so that we tried to find the value that will keep 
accuracy, precision, recall, and F-measure high and at the 
same time the runtime low the best value was 20 neurons for 
each hidden layer. The last parameter is the epochs, as the 
number of epochs increases all metrics will increase, the 
accuracy, precision, recall, and F-measure in addition to 
runtime. Increasing of accuracy, precision, recall, and F-
measure is needed however, increase in runtime is not good 
since we need spam detector to be fast so that the best value 
of epochs that keep the runtime reasonable and the same time 
keep the accuracy, precision, recall, and F-measure high is 10. 
Table 4 shows the experimental results after tuning the 
parameter, each row in the table is the average of five runs. 

 

2) Random forest 
In order to improve the performance of using random 

forest; parameters are tuned such as the number of trees and 
the maximum depth of each tree, according to experiments 
shown in Table 5. The optimal values that achieve the best 
results are 5 trees and 20 maximum depth. During the 
experiments, the increase in maximum depth does not show a 
significant improvement in accuracy, precision, recall, and F-
measure but instead results in increasing of the runtime which 
is not desired; so that the author tries to find the best value for 
maximum depth that improve accuracy, precision, recall, and 
F-measure in addition to runtime. 

 

4.2 Comparisons between classifiers 
In this research, we used 3-fold and 10-fold cross-

validation models to evaluate the classifiers. In 3-fold cross-
validation, we divided the dataset into three parts where two 
of them were used in training and one was used in testing. In 
10-fold cross-validation instead of dividing the dataset into 
three parts as in 3-fold, the dataset was divided into 10 parts. 
In 10-fold cross-validation, 9 parts were used in training and 
one part was used for testing. In order to achieve reliability, 
3-fold experiments were repeated 3 times while in 10-fold 
cross-validation, the experiments were repeated 10 times. 
Finally, the average values of all experiments were taken. The 
results showed that 10-fold cross-validation provided better 
results in terms of accuracy, precision, recall, and F-measure 
but it was slower. The three classifiers that are used are DL, 
RF and NV.  

The best results of using DL were achieved when the 
rectifier activation function was used; the number of epoch is 
10 and 20 neurons used in each hidden layer. On the other 
hand, the best results of using RF were achieved when the 
number of epochs is 10, the number of neurons in the hidden 
layer is 20, the number of trees is 5 and the maximum depth 
is 20. All the results of using the three classifiers with 3-fold 
cross-validation are shown in Table 6, and the result of using 
10-fold cross-validation is shown in Table 7. 
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Table 4: The values of accuracy, precision, recall, and runtime of deep learning algorithm after tuning the parameters 

 
Table 5: The values of accuracy, precision, recall, and runtime of the random forest algorithm after tuning the parameters 

 
The experiment showed that, in DL algorithm, if the 

number of epochs and the number of neurons in each layer 
are increased, the accuracy, precision, recall, and F-measure 
will also increase. However, unfortunately, the runtime will 
increase. Therefore, we have to make a balance between 
accuracy, precision, recall, and F-measure and runtime. The 
best values for the parameter to achieve just a balance are to 
use 10 epochs and to have up to a maximum of 20 neurons in 
each layer. In RF, if the number of trees and the depth of each 
tree increased, then the accuracy, precision, recall, F-measure, 
and the runtime will increase. The best results are achieved by 
using 5 trees and the maximum depth of the tree is 20 

The results of Table 7 shows that RF is the best classifier 
in terms of accuracy, precision, recall, and F-measure where 
the values are 0.97%95%, 85% 0.89%   respectively. On the 
other hand, the best classifier in terms of the runtime is NB 
where the value is 0.6 seconds.  In order to get the best values 
with respect to runtime in addition to precision, recall, F-
measure, and accuracy, tuning must be made in order to make 
balance. The chart for ROC  

distribution can be shown in Figure 4, the results are for 
random forest. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Nfold Hidden Epoch 
Activation 
function Run Time F-measure Accuracy Precision  Recall RMSE 

3 5,5 10 Rectifier 0.003795116 0.847170614 0.961626 0.908373 0.794551 0.185613 
3 10,10 10 Rectifier 0.005559953 0.856589794 0.964304 0.926839 0.796849 0.178198 
10 10,10 10 Rectifier 0.015343079 0.867272588 0.966557 0.926907 0.816771 0.176289 
10 20,20 10 Rectifier 0.028739577 0.87178574 0.968178 0.943079 0.812477 0.170604 
10 20,20 50 Rectifier 0.109675753 0.882303902 0.969147 0.939424 0.825366 0.167626 
10 100,100 10 Rectifier 0.270718298 0.877150788 0.968966 0.938604 0.825147 0.171647 
10 100,100 50 Rectifier 1 0.877922548 0.97039 0.94588 0.827948 0.166198 

Nfolds Ntrees max_depth Run Time  Accuracy F-measure Precision Recall RMSE 
3 5 20 0.045607662 0.967704 0.873233 0.923219 0.830067 0.172003 
3 5 5 0.068824306 0.964231 0.854987 0.933127 0.789817 0.180399 
10 5 20 0.120871863 0.971528 0.888239 0.936218 0.846865 0.163988 
3 10 5 0.145409511 0.964519 0.857359 0.929667 0.79611 0.179401 
3 10 10 0.201486129 0.969304 0.877911 0.941032 0.824025 0.165218 
3 15 5 0.206836196 0.965548 0.861061 0.936518 0.797514 0.178023 
3 20 5 0.2443z52708 0.966104 0.86229 0.939973 0.796886 0.178022 
10 10 20 0.247192867 0.974049 0.898624 0.943221 0.859389 0.157181 
3 15 15 0.282298547 0.972475 0.89024 0.95499 0.834129 0.160357 
3 15 10 0.286955086 0.970769 0.883314 0.950931 0.825817 0.163753 
3 30 5 0.294649934 0.965671 0.86163 0.936489 0.798463 0.178281 
3 30 30 0.318229855 0.973246 0.893701 0.954347 0.840705 0.158183 
3 20 20 0.343989432 0.972421 0.891755 0.941572 0.847559 0.16045 
3 40 20 0.37655218 0.973419 0.894788 0.952594 0.844487 0.157459 
3 50 30 0.424009247 0.974576 0.899793 0.950617 0.854802 0.154813 
3 50 20 0.431208719 0.97455 0.899656 0.954105 0.851645 0.156316 
10 20 20 0.521466314 0.976307 0.905575 0.957359 0.860661 0.15296 
10 30 20 0.724042272 0.97704 0.90994 0.957867 0.868004 0.151447 
10 50 20 1 0.976826 0.908676 0.959669 0.864444 0.150712 

a) ROC Curve for Training Metrics 
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Figure 4: ROC Distributions 

Table 6: Comparisons between RF, DL, NB algorithms in terms of 
A is Accuracy, F is F-measure, P is Precision and R is Recallusing 

3-fold cross-validation 

Algorithm 
Run 
Time A F P R 

RF 
Ntrees = 15,  
Max_depth =15 0.020 0.972 0.890 0.955 0.834 

RF Ntrees = 30,  
Max_depth =30 0.023 0.973 0.894 0.954 0.841 

RF Ntrees = 50,  
Max_depth =20 0.031 0.975 0.900 0.951 0.851 

RF Ntrees = 40,  
Max_depth =20  0.027 0.973 0.895 0.953 0.845 

RF Ntrees = 15,  
Max_depth =10  0.021 0.971 0.883 0.951 0.826 

RF Ntrees = 50,  
Max_depth =30  0.031 0.975 0.899 0.951 0.855 

RF Ntrees = 20,  
Max_depth =20  0.025 0.972 0.892 0.942 0.848 

RF Ntrees = 10,  
Max_depth =10  0.015 0.964 0.878 0.941 0.824 

RF Ntrees = 20,  
Max_depth =5  0.018 0.966 0.863 0.940 0.797 

RF Ntrees = 15,  
Max_depth =5 0.015 0.966 0.861 0.937 0.798 

RF Ntrees = 30,  
Max_depth =5  0.021 0.966 0.862 0.936 0.798 

RF Ntrees = 5  ,  
Max_depth =5 0.005 0.964 0.855 0.933 0.790 

RF Ntrees = 10,  
Max_depth =5 0.011 0.965 0.857 0.930 0.796 

DL Hidden =10,10 ,  
Epoch =  10 0.006 0.964 0.857 0.927 0.797 

RF Ntrees = 5 ,  
Max_depth =20  0.003 0.968 0.873 0.923 0.830 

NB 
0.001 0.960 0.840 0.920 0.773 

DL Hidden =5,5 ,  
Epoch =  10  0.003 0.962 0.847 0.908 0.795 

 
 
 

5. CONCLUSION 
 
SMS is one of the most important communication media 
between people. There are two types of SMS messages which 
are: spam and ham. Spam messages are the undesirable 
messages that the user does not want to receive and must be 
removed or blocked before that while the ham messages are 
the desirable messages. Many of SMS spam detection 
classifiers are already exist, but there is no guarantee that they 
are 100% efficient. Most of the previous research used Weka 
for making experiments, however, this work used the H2O 
platform in order to improve the performance of SMS spam 
classifiers. The experiments were made in the UCI Machine 
Learning Repositories dataset. This research contains more 
than one contribution; the first one is the use of machine 
learning algorithms that are already built-in H2O for 
determining the most important features. The machine 
learning algorithms that were used are deep learning and 
random forest and the most important features are the number 
of digits and the existence of  URL in the message text.  The 
second contribution was the tuning of deep learning and 
random forest algorithms in order to get efficient SMS spam 
detector in terms of precision, recall, F-measure, accuracy, 
and runtime. The parameters that tuned in deep learning are 
the activation function, the number of neurons in the hidden 
layer, and epochs, the results showed that the best values of 
these parameters are the rectifier activation function, 20 
neurons for each hidden layer, and 10 epochs. Also tuning 
was made in random forest parameters for the number of trees 
and maximum depth for each tree. The best values are 5 trees 
and a maximum depth of 20. The last contribution was in 
proposing a new classifier for SMS spam detection that over 
H2O as a platform. The three classifiers were used which are: 

b)    ROC Curve for Cross Validation Metrics c)   ROC Curve for Validation Metrics 
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DL, RF, and NB.  Two validation models are used including 
3-fold and 10-fold cross-validation. Each experiment is 
repeated 5 times and the average of the run was taken. In a 
conclusion, 10-fold cross-validation provides better results in 
terms of accuracy, precision, recall, and F-measure while 3-
fold experiments were the best in terms of runtime. The 
experimental results showed that the random forest classifier 
was the best in terms of accuracy, precision, recall, and F-
measure where the values were 0.977%, 96%, 86%, and 91% 
respectively while NB was the worst. On the other hand, the 
NB classifier was the best in terms of runtime. 
 

Table 7: Comparisons between RF, DL, NB algorithms in terms of 
A is Accuracy, F is F-measure, P is Precision and R is Recallusing 

10-fold cross-validation 
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