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ABSTRACT 
 
A significant and eligible source such as wind energy has the 
potential for producing energy in a continuous and 
sustainable manner among renewable energy sources. 
However, wind energy has several challenges, such as initial 
investment costs, the stationary property of wind plants, and 
the difficulty in finding wind-efficient energy areas. In this 
study, wind power forecasting was performed based on daily 
wind speed data using machine learning algorithms. The 
proposed method is based on machine learning algorithms to 
forecast wind power values efficiently. Tests were conducted 
on data sets to reveal performances of machine learning 
algorithms. The results showed that machine learning 
algorithms could be used for forecasting long-term wind 
power values with respect to historical wind speed data. 
Furthermore, several machine learning models were built for 
analysis on the accuracy level of the respective models, i.e, the 
accuracy levels of the machine.  
 
 
Key words : Forecasting, machine learning, neural 
network, power prediction, regression, wind power, 
wind speed. 
 
1.INTRODUCTION 

A major part of the world’s energy need is fulfilled 
by utilizing depleting sources of energy like fossil fuels. 
However utilizing fuels like coal, oil and gas to produce 
energy releases a large number of greenhouse gasses, which 
causes a major problem for the environment. A way of 
producing clean and carbon-free energy is to use renewable 
sources of energy like wind, tidal and solar power to meet the 
increasing demand for energy production. Wind power as it 
stands is one of the fastest growing sources of power 
generation, with countries like China, United States, India 
 

 

and Germany moving towards wind energy for their energy 
needs. The intermittency of the power output characteristics 
of wind power resources became one of the biggest challenges 
for the power system operators[1]. Wind power or wind 
energy is the use of wind to provide the mechanical 
power through wind turbines to turn electric generators and 
traditionally to do other work, like milling or pumping. Wind 
power is a sustainable and renewable energy, and has a much 
smaller impact on the environment compared to 
burning fossil fuels[3].  In 2018, global wind power capacity 
grew 9.6% to 591 GW and yearly wind energy production 
grew 10%, reaching 4.8% of worldwide electric power usage, 
and providing 14% of the electricity in the European Union. 
Denmark is the country with the highest penetration of wind 
power, with 43.4% of its consumed electricity from wind in 
2017 [3]. At least 83 other countries are using wind power to 
supply their electric power grids. India as it stands also has an 
exponential potential for developing power plants generated 
through wind power. 

A significant and eligible source such as wind energy 
has the potential for producing energy in a continuous and 
sustainable manner among renewable energy sources[2]. 
However, wind energy has several challenges, such as initial 
investment costs, the stationary property of wind plants, and 
the difficulty in finding wind-efficient energy areas. The 
energy produced by wind depends heavily on weather 
variables such as wind speed, wind direction, temperature, 
etc. Since the weather cannot be controlled, the amount of 
energy produced by wind cannot be controlled as well. This 
makes the integration of wind power to the grid a major 
challenge. To overcome this issue, it is important to make 
accurate wind energy forecasts in order to reduce the 
uncertainty in the amount of energy that is going to be 
produced in future. 
              
2.LITERATURE REVIEW 
 

Wind power forecasting based on certain research 
studies could be divided into two categories, such as, 
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short-term wind power forecasting and long-term wind power 
forecasting.  Short-term wind power forecasting techniques 
forecast wind power with respect to short time periods, i.e. 
one hour to consecutive days ahead, while long-term wind 
power forecasting methods try to forecast wind power with 
respect to longer time periods, i.e. a few days to one year 
ahead [2]. Each category is divided into two separate 
sub-categories, such as statistical and machine learning 
methods. 

Wind Power forecasting has its applications in 
generation and transmission maintenance planning, energy 
optimization as well as in energy trading [4]. Wind power 
forecasting models have been designed at different technical 
background and scales and they can be used to predict the 
production for a single wind turbine to a whole wind energy 
farm. In recent years, machine learning algorithms, such as 
support vector machine, artificial neural networks (ANN) and 
convolutional neural network (CNN), have been studied and 
implemented to understand and solve the complex challenges 
related to these studies on wind power forecasting. Given the 
powerful learning capacity, neural networks can be trained 
and regress a complicated relationship with appreciable 
accuracy[5]. Successful applications of neural networks 
dealing with fluid mechanics can be found in many recent 
studies. 

 
Throughout the years several tools and methodologies 

have been developed to forecast wind power. Physical 
methods that make use of atmospheric descriptions to forecast 
wind power have been used [6]. A general method to 
forecasting wind power is to use numerical weather prediction 
data in statistical forecasting models[7]. Methodologies that 
are statistical such as polynomial regression, ARIMA[9] have 
been extensively documented in various literature work for 
wind power forecasting as well as ARMA[10]. However, with 
the development of intelligent machine learning algorithms 
like neural networks and support vector machines (SVM) for 
time series forecasting, these were used to forecast wind 
power as well. Machine learning techniques such as artificial 
neural network (ANN) and SVM are capable of performing 
complex nonlinear modelling for a large amount of data 
making it suitable for time series forecasting [8].  

The method mentioned above, Autoregressive Moving 
Average (ARMA) has also been compared with several 
machine learning algorithms like artificial neural networks 
(ANNs) as well as adaptive neurofuzzy inference systems 
(ANFIS) which resulted with the conclusion that both the 
ARMA method as well as the artificial neural neural networks 
(ANNs, ANFIS) were suitable for short term wind power 
forecasting[11].   

 
3.METHODOLOGY  
 

With regards to the main objective, four machine 
learning algorithms were used to build the models for the 
selected data set obtained. The first of the algorithms is 
Multiple Linear Regression (MLR) which is a supervised 

learning model with associated learning algorithms that 
analyze data used for classification and regression analysis. 
The goal of multiple linear regression (MLR) is to model 
the linear relationship between the explanatory 
(independent) variables and response (dependent) variable. 
The second algorithm is Decision Tree Regression which is 
a Decision tree which 
builds regression or classification models in the form of 
a tree structure. It breaks down a data set into smaller and 
smaller subsets while at the same time an associated decision 
tree is incrementally developed. The final result is 
a tree with decision nodes and leaf nodes. The third model 
will be similar to decision trees known as Random Forest 
Regression. The fourth model will be built using Recurrent 
Neural Network which is a type of Neural Network where 
the output from previous step are fed as input to the current 
step.  
These machine learning models were built around a similar 
data set to form an unbiased evaluation of the most efficient 
and accurate model that would produce the more accurate 
predictions. Proper analysis of the models will be done by 
calculating the accuracy levels of the predicted output using 
the data set which would be divided into training set and 
testing set.  
 
3.1 Multiple Linear Regression Model 
 

Multiple Linear Regression (MLR) method helps in 
establishing correlation between the independent and 
dependent variables. Here, the dependent variables are the 
biological activity or physiochemical property of the system 
that is being studied and the independent variables 
are molecular descriptors obtained from different 
representations. In linear regression models, the dependent 
variable is predicted using only one descriptor or feature. 
Multiple linear regression models consider more than one 
descriptor for the prediction. The formula is given below: 

Y = b0 + b1*x1 + b2*x2 +….+ bn*xn 
where Y is the dependent variable needed to be predicted, x is 
the independent variable and b is considered as the rate of 
change per unit time.  

The multiple regression model is based on the 
following assumptions: 

 There is a linear relationship between the dependent 
variables and the independent variables. 

 The independent variables are not too 
highly correlated with each other. 

 Y observations are selected independently and 
randomly from the population. 

 Residuals should be normally distributed with a 
mean of 0 and variance σ. 

3.2 Decision Tree Regression Model 

Decision tree builds regression or classification 
models in the form of a tree structure. It breaks down a data 
set into smaller and smaller subsets while at the same time an 
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associated decision tree is incrementally developed. The final 
result is a tree with decision nodes and leaf nodes. A decision 
node (e.g., Outlook) has two or more branches (e.g., Sunny, 
Overcast and Rainy), each representing values for the 
attribute tested. Leaf node (e.g., Hours Played) represents a 
decision on the numerical target. The topmost decision node 
in a tree which corresponds to the best predictor called root 
node. Decision trees can handle both categorical and 
numerical data. Decision Tree is a decision-making tool that 
uses a flowchart-like tree structure or is a model of decisions 
and all of their possible results, including outcomes, input 
costs and utility. Decision-tree algorithm falls under the 
category of supervised learning algorithms. It works for both 
continuous as well as categorical output variables. 

3.3 Recurrent Neural Network model 

The RNN used in this study is Long Short Term 
Memory. LSTMs are explicitly designed to avoid the 
long-term dependency problem. Remembering information 
for long periods of time is practically their default behavior, 
not something they struggle to learn. 

All recurrent neural networks have the form of a 
chain of repeating modules of neural network. In standard 
RNNs, this repeating module will have a very simple 
structure, such as a single tanh layer. 

3.4  Random Forest Regression Model 

The random forest is a model made up of many decision trees. 
Rather than just simply averaging the prediction of trees 
(which we could call a “forest”), this model uses two key 
concepts that gives it the name random: 

 Random sampling of training data points when building 
trees 

 Random subsets of features considered when splitting 
nodes 

4.RESULTS AND ANALYSIS 
 

The following machine learning models were 
constructed using python as a programming language. They 
were trained in a open source software application called 
Spyder using Python 3 on the same data set that was collected 
shown in the following table below: 

 
Table 1: Data set  

 
 

This particular data set in Table 1 showsthe  consistance 
of 50,000 rows. This was imported into each of the following 
machine learning models. It consisted of daily wind speed 
data (Wind Speed) as well as its contributing factors like air 
temperature, pressure, wind direction and power generated. 
 
 
4.1 MLR Testing and Results 
 

The data set was divided into two parts: Training set 
(70%) and Testing set (30%). Using the predict function of 
the regressor class, the y value for the testing set is predicted 
using the model and the accuracy is calculated using the 
variance metric that can be derived from the sk learn metrics 
library.  

 

 Fig. 1 Prediction graph for MLR model 
In the above Fig 1 shows, the orange curve is the actual value 
of power generated taken from the data set (y value from the 
testing set). The blue curve is the predicted value of y obtained 
from the machine learning model. The data collected from the 
model is shown below:  

Analysis: 

Variance = 0.841 

Accuracy = 84% 

 

4.2 Decision Tree Testing and Results 
The dataset was splitted into two parts: Training set 

(70%) and Testing set (30%).The data set was divided into 
two parts: Training set (70%) and Testing set (30%). Using 
the predict function of the regressor class, the y value for the 
testing set is predicted using the model and the accuracy is 
calculated using the variance metric that can be derived from 
the sk learn metrics library.  
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Fig. 2. Prediction graph for Decision Tree Model 
 

In the above Fig 2 graph shows, the orange curve is the 
actual value of power generated taken from the data set (y 
value from the testing set). The blue curve is the predicted 
value of y obtained from the machine learning model. The 
data collected from the model is shown below:  

Analysis: 

Variance = 0.979 

Accuracy = 97% 

4.3 RNN Testing and Results 

The data set was divided into two parts: Training set 
(70%) and Testing set (30%). Using the predict function of 
the regressor class, the y value for the testing set is predicted 
using the model and the accuracy is calculated using the 
variance metric that can be derived from the sk learn metrics 
library.  

 
 
 

 
Fig. 3. Prediction graph for RNN model 

 
 
 
 

In the above Fig 3 graph shows, the orange curve is the actual 
value of power generated taken from the data set (y value from 
the testing set). The blue curve is the predicted value of y 
obtained from the machine learning model. The data 
collected from the model is shown below:  

Analysis: 

Variance = 0.981 (R2 value) 

Accuracy = 98% 

4.4 Random Forest Testing and Results 

The dataset was splitted into two parts: Training set 
(70%) and Testing set (30%).The data set was divided into 
two parts: Training set (70%) and Testing set (30%). Using 
the predict function of the regressor class, the y value for the 
testing set is predicted using the model and the accuracy is 
calculated using the variance metric that can be derived from 
the sk learn metrics library. 

 

Fig. 4. Prediction graph for Random Forest Model 

In the above Fig 4 graph shows, the orange curve is the 
actual value of power generated taken from the data set (y 
value from the testing set). The blue curve is the predicted 
value of y obtained from the machine learning model. The 
data collected from the model is shown below:  

Analysis: 

Variance = 0.986 

Accuracy = 98% 
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5.CONCLUSION AND FUTURE SCOPE 

Wind energy sources is one of the main renewable 
sources of energy because of environment friendly nature, 
availability, natural and less complex than other sources. It is 
much more relevant and possible to produce electrical energy 
from wind turbines at every hour of the day which is suitable 
for working systems that require a lot of energy continuously. 
One of the main problems however is that wind energy is 
challenging due its initial investments in construction of wind 
farms, careful analysis before establishing such farms, 
distance of these areas to commercial cities, and identification 
of high potential wind energy areas. 

From the study conducted, it is observed that 
machine learning models can be used for the prediction of 
wind power from daily wind speed data and its contributing 
factors. The machine learning models were built and trained 
using the selected data set so as to evaluate their accuracy with 
no partiality. As far as existing systems go, the majority of the 
models being used were time series models and neural 
networks which are complex and takes up very high 
computing power. Regression models like multiple linear 
regression and decision tree regression models were 
constructed and both displayed positive accuracy results with 
88% and 97% respectively. A Neural network using recurrent 
network algorithm like LSTM was also modeled using the 
same data set giving an accuracy level of more than 98% 
resulting in a prediction potential that is greater than multiple 
linear regression but much similar to decision trees. A final 
model was constructed using Random Forest Regression 
model which achieved a slightly higher accuracy level than 
the RNN model. This concludes that for the selected data set, 
regression models are enough or more than required for the 
prediction of wind power. 

Experimenting with these models constructed in 
real-time is now crucial to determine the applicability of such 
machine learning models. An area with high potential for 
wind should be monitored in real-time using IOT or a mini 
wind turbine. This can be used to monitor the wind speed and 
several other contributing factors to power generation. The 
selected machine learning models then can be evaluated using 
this real-time data of a specific location to determine the most 
accurate model. 
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